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ABSTRACT: We develop an all-atom force field for a series of
diketopyrrolopyrrole polymers with two aromatic pyridine
substituents and a variable number of π-conjugated thiophene
units in the backbone (DPP2PymT), used as donor materials in
organic photovoltaic devices. Available intrafragment parameter-
izations of the individual fragment building blocks are combined
with interfragment bonded and nonbonded parameters explicitly
derived from density functional theory calculations. To validate the
force field, we perform classical molecular dynamics simulations of
single polymer chains with m = 1, 2, 3 in good and bad solvents
and of melts. We observe the expected dependence of the chain
conformation on the solvent quality, with the chain collapsing in
water, and swelling in chloroform. The glass-transition temperature
for the polymer melts is found to be in the range of 340−370 K. Analysis of the mobility of the conjugated segments in the polymer
backbone reveals two relaxation processes: a fast one with a characteristic time at room temperature on the order of 10 ps associated
with nearly harmonic vibrations and a slow one on the order of 100 ns associated with temperature-activated cis−trans transitions.

1. INTRODUCTION
The theoretical maximum power conversion efficiency (PCE)
of a single-junction solar cell is 33.7%, as defined by the
Shockley−Queisser limit.1,2 The majority of currently available
solar cells are based on silicon and deliver a PCE of up to
26%,3−6 which is about 80% of the Shockley−Queisser limit.
Obtaining such high conversion efficiencies requires, however,
monocrystalline wafers whose processing causes high produc-
tion costs. In contrast, devices made from less expensive
polycrystalline or amorphous silicon wafers show a reduction
of the PCE to around 10−14%.7,8 Instead of using inorganic
materials, the use of organic molecules (either polymers or
small molecules) in photovoltaic devices is attractive because
of their ease of processing from solutions, higher flexibility due
to a low bulk modulus, and the nontoxicity of the compounds
used.9,10 Low dielectric screening and substantial disorder in
the materials generally lead to strongly bound, localized
electronic excitations, hampering the efficient generation of
free charge carriers and their transport processes in donor−
acceptor heterojunctions. To overcome these factors limiting
the PCE of organic photovoltaic devices, significant effort is
directed toward tuning electronic and structural properties of
the materials by altering the architecture of donor and acceptor
compounds.9,11,12

Among the intensively studied donor materials are polymers
based on diketopyrrolopyrroles (DPPs),4,13−15 see the
monomer unit in Figure 1. They can be easily modified by
adding various aromatic and π-conjugated substituents to the

backbone and different side chains to DPP, affecting both the
solubility and crystallinity of the polymer as well as its
electronic properties. With suitably chosen substituents, a low-
band-gap internal donor−acceptor architecture leads to
efficient harvesting of the solar energy spectrum and a PCE
of around 8% in blends with fullerene acceptors.16−19

To guide the rational design of such block copolymers for
further increasing the PCE, insight into how their internal
architecture and the blend morphology affect the electronic
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Figure 1. Chemical structure of a DPP2PymT monomer unit
consisting of four individual components: two Py rings, one DPP
fused ring, and one thiophene (T) ring, while m denotes the number
of thiophene units. R represents 2-hexyldecyl.
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conversion and transport processes in a solar cell’s active layer
is often sought via multiscale simulation approaches which link
structural features on meso- and microscopic scales with
electronic dynamics.20−25 A key element of such approaches is
the simulation of representative structures with atomistic
detail, which on the needed scale can only be obtained with
classical molecular dynamics (MD). The resulting morpholo-
gies must not only reliably reflect the overall conformational
details of the polymer chains in the bulk and at the interface to
the acceptor but also accurately capture the dynamics of
torsional degrees of freedom between the segments in the
individual chains as these can massively influence the
localization characteristics of electronic states and, hence,
their dynamics.26−28 This, in turn, requires the availability of
precise classical force fields (FFs) which are parameterized for
the specific chemical composition of the materials at hand.
In this work, we focus on a particular series of DPP

polymers, as shown in Figure 1, with two aromatic pyridine
(Py) substituents and a variable number of π-conjugated
thiophene (T) units in the backbone (DPP2PymT).29 The
compounds are specifically chosen because when used in
conjugation with PCBM[60] and PCBM[70] acceptors, a
difference in the charge generation is observed depending on
donor or acceptor excitation.29 With the end goal to study this
dichotomous role of donor or acceptor excitation, we begin
performing classical simulations to study structural and
segmental properties of the polymer itself. We develop an
all-atom FF for this series by starting out from available
intrafragment parameterizations of the individual fragment
building blocks. The missing bond, angle, and dihedral bonded
parameters for the interfragment degrees of freedom are
derived in an iterative procedure from density functional
theory (DFT) calculations using standard protocols.30−34 DFT
is also used to refine atomic partial charges for the fully
assembled DPP2PymT monomers. Guaranteeing a priori the
transferability of gas-phase optimized FFs to a wide range of
conditions is in general a challenging task. The bonded
potentials represent the intrapolymer interactions andunless
the condensed phase dramatically changes these in the
polymer by strongly affecting its electronic structurewe
expect them to transfer to the condensed phase. Certain
torsional motion may be constrained by interpolymer
interactions, which are typically nonbonded interactions, or
excluded volume effects. To scrutinize a posteriori the
applicability of our FF under different conditions, we perform
classical MD simulations of a single Np-DPP2PymT chain with
Np = 50, m = 1, 2, 3, and branched 2-hexyldecyl side chains in
both solutions with chloroform and water and a few of such
chains as melts. We investigate in particular the swelling
behavior depending on solvent quality, the glass-transition
temperature, and the mobility of the conjugated segments.
This paper is organized as follows: In Section 2, we present

the methodology and computational details of the iterative FF
development. Details of the individual steps and the final
parameterized FF are given in Section 3.1, while the results for
the solution and melt simulations are reported in Sections 3.2
and 3.3, respectively. A brief summary concludes the paper.

2. METHODOLOGY
An FF represents the quantum-mechanical many-body energy
of a molecular conformation, defined by the set of atomic
coordinates {R}, as a sum of classical interactions. The
potential energy surface (PES) is then written in terms of

bonded and nonbonded interactions, V({R}) = Vbonded{R} +
Vnon‑bonded{R}. The nonbonded ones (Lennard-Jones and
electrostatic) are pairwise additive, that is, Vnon‑bonded({R}) =
∑i<jVij(Rij), while the bonded ones comprise 2- (bonds rij), 3-
(angles θijk), and 4-body (dihedral angles ϕijkl) interactions.
For developing the DPP2PymT FF, we start from available

parameters in the GROMOS 54A7 form for the fragment
building blocks of Py, thiophene (T), and DPP,35 with R = H
in Figure 1. These were obtained from the Automated FF
Topology Builder (ATB, http://compbio.biosci.uq.edu.au/
atb),36 which extracts bond and angle parameters from the
Hessian of the optimized structure and fits partial charges
through the Kollmann−Singh scheme.37 Lennard-Jones
parameters are taken from the GROMOS 96 FF.38 These
intrafragment parameterizations need to be supplemented by
interfragment interactions related to the linking of the units in
the polymer, that is, Vbonded = Vbonded

intra + Vbonded
inter . To obtain

V V r V

V

( ) ( )

( )

ij
ij ij

ijk
ijk ijk

ijkl
ijkl ijkl

bonded
inter

inter
bond

inter
angle

inter
dihedral

∑ ∑

∑

θ

ϕ

= +

+
(1)

we follow a step-by-step refinement procedure30−34 based on
Py−T and DPP−Py dimer structures (see Figure 2 for atom

definitions), respectively, as illustrated in Figure 3. The
respective parameters for the T−T structures occurring for m
= 2, 3 are taken from the literature.30 From the available
fragment parameterizations of DPP, Py, and T, an initial FF
(FF0) is created, in which all intermonomer bonded potentials
are 0, dimer CHELPG partial charges39 are assigned from a
DFT calculation, and Lennard-Jones parameters are taken
from the existing GROMOS FF with geometric averaging for
atom pairs. Starting from FF0, first harmonic bond potentials
are added (FF1), then harmonic angle potentials (FF2), and
finally periodic dihedral potentials (FF3). To determine these
additions, the relevant part of the PES must be known for each
individual coordinate at each step of the process. A series of
calculations must be performed, in which one of the structural
parameters (x = {rij; θijk; ϕijkl}) is constrained to a certain
value, while all other degrees of freedom are optimized. Two of
such relaxed PES scans are required: one with the current FF
(FFn), yielding VFFn(x), and the other based on DFT
calculations, yielding a reference VDFT(x). Then, the difference
ΔV(x) = VDFT(x) − VFFn(x) is calculated and used to fit the
functional form of the respective potential term. With its
parameters, for example, the equilibrium value and force
constant for a bond, determined, the terms are added to the
FF. Details will be discussed below in the specific sections.

Figure 2. Structure of the (a) Py−T and (b) Py−DPP dimers, with
explicit labels for atoms involved in the interfragment degrees of
freedom for which FF parameters need to be determined.
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All DFT calculations used in this work have been performed
with the ORCA software,40 employing the B3LYP hybrid
functional41 and the def2-TZVP basis set.42 See Section 3.1.3
for a brief discussion about the influence of the method and
basis set on the parameterization. The VOTCA-XTP pack-
age21,25 has been used for the assignment of atomic partial
charges with the CHELPG39 method. GROMACS 2018.343,44

with double precision has been used for all calculations to
develop the classical FF. In the PES scans, the energy has been
minimized until the force on each atom is below 0.1 kJ/mol/
nm.

3. RESULTS
3.1. Np-DPP2PymT FF. 3.1.1. Bond Stretching. As

mentioned in Section 2, we first consider the two bond
stretching potentials between Py−T and Py−DPP. The results
of the respective PES scan on DFT/B3LYP and FF levels, FF0
and FF1, are shown in Figure 4. As expected, the scan with the
initial FF (gray open circles) does not exhibit any minimum in
both cases, while its faint linear behavior can be attributed to
the nonbonded interactions as the distance between the two
fragments is varied. In contrast, the DFT scans (red squares)
clearly show harmonic behavior with an equilibrium bond
length of rij

0 = 1.46 Å for the bonds highlighted in the respective
insets.
The difference ΔVbond(rij) = Vbond

DFT(rij) − Vbond
FF0 (rij) between

the energy values obtained by B3LYP and FF0 was modeled as
a harmonic potential

V r k r r( )
1
2

( )ij ij ij ijbond
0 2= −

(2)

where kij is the harmonic force constant. However, GROMOS-
96 uses a fourth-power potential

V r k r r( )
1
4

( ( ) )ij ij ij ijbond
2 0 2 2= ̃ −

(3)

Therefore, the determined force constant is converted
according to

k
k

r2( )ij
ij

ij
0 2

̃ =
(4)

After fitting, the determined parameters as given in Table 1
have been added to the FF, defining FF1. To validate this step,

the PES scans are repeated with the updated FF, yielding
results shown as green filled circles in Figure 4. For both Py−T
and Py−DPP, the agreement with the DFT/B3LYP reference
is very good within ±0.05 Å of the equilibrium bond length.
The observed deviations for larger variations from the
equilibrium can be attributed to anharmonicities that can by
construction not be captured by the classical FF. We
emphasize that such deviations are associated with an energy
of about 10 kJ/mol or higher, which corresponds to an
equivalent temperature of 1200 K. In practice, MD simulations
will be performed at much lower temperatures, and the
deviations between FF1 and the reference can be considered
insignificant in this case.

3.1.2. Angle Bending. With the potential for the Py−T and
Py−DPP bonds included in the FF, we now turn to the
addition of the angle bending potentials. Figure 5 shows the

Figure 3. Illustration of the development of a Np-DPP2PymT FF,
where Np is the degree of polymerization, based using a step-by-step
procedure to add intermonomer potentials to a baseline GROMOS
54A7 monomer parameterization.

Figure 4. PES scans (in kJ/mol) for the (a) C2−C4 bond in Py−T
and (b) C7−C8 bond in Py−DPP, resulting from DFT/B3LYP (red
squares), the initial FF0 parameterization (gray open circles), and the
updated FF1 (green filled circles) FFs, respectively. The unknown
bonds and the atoms involved are highlighted in the insets.

Table 1. Determined Harmonic Parameters for the
Interfragment Bond Stretching Potentials as Used in Eq 3

i−j k̃ij (kJ/mol/nm4) rij
0 (nm)

Py−T C2−C4 8.44 × 106 0.146
Py−DPP C7−C8 3.80 × 106 0.146
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results of PES scans of the four angles in the Py−T structure
based on the DFT/B3LYP reference and the FF1 parameter-
ization. The respective figure for the Py−DPP structure is
shown as Figure S1 in the Supporting Information. However,
the equilibrium angle and bending potential values are listed in
Table 2. In contrast to the case of the bond potential, the

harmonic force constants for the angle bending cannot be
obtained from a simple fit of ΔVangle(θijk) = Vangle

DFT(θijk) −
Vangle
FF1 (θijk) because the four angles are not independent of each

other. Instead, we determine the eight unknown parameters
(equilibrium angles θijk

0 and force constants kijk for the four
angles) simultaneously by minimizing the Frobenius norm of
the matrix

F V k( )
1
2

( )ijk ijk ijk ijk ijk, angle , ,
0 2θ θ θ= Δ − −α α α (5)

where α indicates the angle values for which the PES has been
scanned. Specifically, we used 41 points in the interval 105,
145°. In GROMOS-96, the angle potential is implemented in
the form

V k( )
1
2

(cos( ) cos( ))ijk ijk ijk ijkangle
0 2θ θ θ= ̃ −

(6)

where k̃ijk = kijk/sin
2(θijk

0 ). The obtained parameters are given in
Table 2. Adding these values and the corresponding
equilibrium angles defines FF2. The validation scan of the
PES shown as pink triangles in Figure 5 shows good agreement

with the DFT/B3LYP reference. Similar to the bond potential,
significant deviations are only observed that would occur at
energies associated with extremely high equivalent temper-
atures and can therefore be considered insignificant for the
intended applications in MD simulations of DPP2PymT.

3.1.3. Dihedral Angles. The final bonded potentials that
remain to be determined are the periodic dihedrals formed by
C1−C2−C4−S in Py−T and N1−C7−C8−N2 in Py−DPP.
In Figure 6a, we show the PES scans for Py−T. The cis (trans)

orientation corresponds to 0° (180°), respectively. Without an
explicit dihedral potential as in the FF2 FF, an orthogonal
arrangement of the Py and T fragments is preferred. In the
DFT reference calculation, in contrast, a nearly planar
conformation of Py−T is energetically most favorable, with
the trans orientation slightly lower in energy by 0.67 kJ/mol. In
both cases, there are two out-of-planarity conformations
because of steric repulsion of the sulfur atom in thiophene
and the hydrogen atom from the adjacent ring, separated by a
barrier of 0.14 kJ/mol.45 The energy barrier between cis and
trans conformations, in contrast, is 10.5 kJ/mol.
To scrutinize the effect of the choice of the quantum

mechanics (QM) method on the obtained PES in the
parameterization procedure, we also performed additional
PES scans with Hartree−Fock (HF), second-order Møller−
Plesset perturbation theory (MP2), and DFT with the PBE
and PBE0 functionals, as also shown in Figure 6a. We use this
dihedral scan to illustrate the influence because the softer
potentials are typically more sensitive to this choice.30 All QM
methods show a similar qualitative behavior regarding the

Figure 5. PES scans (in kJ/mol) for the angles (a) C1−C2−C4, (b)
C2−C4−S, (c) C2−C4−C5, and (d) C3−C2−C4 in the Py−T
structure, resulting from DFT/B3LYP (red squares), the FF1
parameterization (green filled circles), and the updated FF2 (pink
filled triangles) FFs, respectively. The atoms defining the respective
angles are also highlighted in the insets.

Table 2. Determined Harmonic Parameters for the
Interfragment Angle Bending Potentials

i−j−k k̃ijk (kJ/mol) θijk
0 (degree)

Py−T C1−C2−C4 912.28 123
C2−C4−S 807.07 122
C2−C4−C5 802.55 128
C3−C2−C4 896.77 122

Py−DPP N1−C7−C8 2047.80 124
C6−C7−C8 1860.80 127
C7−C8−N2 1658.20 118
C7−C8−C9 1623.20 120

Figure 6. PES scan (in kJ/mol) for the (a) C1−C2−C4−S dihedral
formed at the Py−T junction and (b) N1−C7−C8−N2 dihedral
formed at the Py−DPP junction, resulting from DFT/B3LYP (red
squares), the FF3 parameterization (pink solid triangles), and the
updated FF3 (blue solid triangles) FFs, respectively. In (a), we also
show PES scans from HF (magenta squares), MP2 (yellow squares),
DFT/PBE, and DFT/PBE0. 0° is defined for the cis configuration
with respect to the nitrogen of Py and sulfur of T, while 180° is the
trans configuration. Similarly, cis is defined for the N1 of Py and N2
of DPP being on the same side and trans when they are opposite to
each other.
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structure of the PES, as discussed above. Quantitatively, HF
yields the lowest barrier between the cis and trans
conformations (4.6 kJ/mol), which is about doubled when
using MP2 (8.6 kJ/mol). The generalized-gradient PBE
functional yields the highest barrier (12.1 kJ/mol) among
the methods, nearly 3 times as large as in HF. Both hybrid
functionals (PBE0 and B3LYP) are close to each other.
Overall, the out-of-planarity conformations are separated by
smaller barriers in all DFT methods compared to HF or MP2.
As the cis−trans barrier is considered the most relevant for the
torsional motion, we see that its B3LYP value is reasonably in
good agreement with, for example, MP2, corroborating our
choice of this functional for the parameterization of the FF. We
also note that the DFT/B3LYP PES is converged with respect
to the used basis set with def2-TZVP. As shown in Figure S2 of
the Supporting Information, the PES calculated with def2-
QZVP is practically indistinguishable.
For the Py−DPP dihedral, we observe minima at the FF2

level (pink triangles in Figure 6b) in nonplanar trans
orientations at 120 and 230°. The energy barrier is around
44 kJ/mol to the planar cis and 15 kJ/mol to the planar trans
configuration. In the DFT/B3LYP reference, however, there is
a clear absolute minimum at a 180° configuration and two local
minima at 40 and 320°. For a transition from this twisted cis to
the planar trans arrangement, a barrier of about 5 kJ/mol is
found, while it is 32 kJ/mol for the inverse transition.
To obtain the classical potential associated with the dihedral

rotation, the difference ΔVdihedral(ϕijkl) = Vdihedral
DFT (ϕijkl) −

Vdihedral
FF2 (ϕijkl) is represented as

V k n( ) 1 (cos( ))ijkl
ijkl

ijkl ijkldihedral ϕ ϕ δ= [ + − ]ϕ (7)

where ϕijkl is the value of the dihedral angle between the ijk
and jkl planes, n is the multiplicity which arises because
multiple points of minima can be obtained with a separation of
a small energy barrier between 0 and 360°, and δijkl is the phase
shift. From the shape of both DFT/B3LYP reference curves
(Py−T and Py−DPP), we see that they are symmetric about
180° and, hence, n = 2 and δijkl = 180°. Adding the
parameterized eq 7 as in Table 3 yields the updated FF FF3.

A PES scan with this parameterization is shown as blue
triangles in Figure 6. The overall shapes of the reference PES
are reproduced, and FF3 is a massive improvement over FF2.
Barrier heights, especially the one for the cis−trans transition
in Py−T, are slightly underestimated, which is due to the
limitations set by the functional form of eq 7.
3.1.4. Partial Charge Calculation. For the development of

the interfragment bonded parameters, partial charges are
assigned in Py−T and Py−DPP dimers as obtained with the
CHELPG method39 based on underlying DFT calculations. In
general, the partial charges are determined based on the DFT-
optimized geometries. In Figure S3 of the Supporting
Information, we exemplarily illustrate the influence of different
conformations of the Py−T dimer on the partial charge
assignment. Charges determined on optimized geometries are
compared to charges determined from all conformations in the

PES scan and a Boltzmann-weighted average at 300 K. While
we note some variations in the charges, the Boltzmann-
weighted average charges and the one from the optimized
geometry are in good agreement. This corroborates the
robustness of the partial charge determination in our FF.
With all bonded parameters now at hand on the level of FF3,
we turn to refining the partial charges for the fully assembled
molecule shown in Figure 1.
Once all the individual fragments are linked to form the

DPP2PymT monomer, this step is necessary to account for
changes in the charge distribution compared to one observed
in the individual dimer structures. Special care needs to be
taken regarding the terminating hydrogen atoms of the
monomer residue: for a DPP2PymT that itself is located at
the termini of the polymer, one hydrogen needs to be excluded
from the CHELPG procedure, while any other residue does
not contain hydrogen atoms at all at the inter-residue bond. To
account for this, we perform three partial charge fits with the
charge of either and both of the terminating hydrogen atoms
constrained to 0. This will ensure charge neutrality of the
polymer independent of the degree of polymerization. For
simulations with addition of side chains, standard partial
charge values as described in OPLS-AA were used.46

Finally, with the definition of all bonded and nonbonded
parameters for the DPP2PymT monomers at hand, the
complete FF can be assembled for an arbitrary topology to
perform MD simulations, as will be shown for the Np-
DPP2PymT polymer in solutions and as melts in the following
sections.

3.2. Np-DPP2PymT in Solution. We verify the quality of
the FF using a series of polymer simulations, beginning in this
section with a single-chain polymer simulation in vacuum, and
then proceed to solvate the polymer chain in water and in
chloroform to cross-check solvent effects as seen in experi-
ments.
To begin with, a single polymer chain with the degree of

polymerization Np = 50 and 2-hexyldecyl side chains was
simulated for each of the three polymer systems of m = 1, 2, 3.
The simulation was started with the all-stretched chain
conformation as shown in Figure 7, where the side chains
are removed for visual clarity. This was put in a box of 105 ×
30 × 30 nm3 so that any artifacts in energy calculations arising
from the polymer chain interacting with a mirror image of itself
can be avoided. It was energy-minimized until the forces on

Table 3. Determined Parameters for the Interfragment
Periodic Dihedral Angle Potentials

i−j−k−l kϕ
ijkl (kJ/mol) δijkl (degree)

Py−T C1−C2−C4−S 7.5 180
Py−DPP N1−C7−C8−N2 18.50 180

Figure 7. Radius of gyration (in nanometers) of 50-DPP2PymT in
vacuum, starting from all-stretched chain conformations. Each chain
collapses into a globule (see the inset in the bottom right) within the
first 200 ps when simulated in the NVT ensemble at 300 K. Side
chains have not been shown for visual clarity.
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every atom were below 100 kJ/mol/nm. The integration time
step used was 1 fs for 50-DPP2Py1T and 50-DPP2Py2T and
0.2 fs for 50-DPP2Py3T. Van der Waals interactions were cut
off at 1.2 nm. Electrostatic interactions were evaluated using
the particle-mesh Ewald47 technique with a real space cutoff of
1.2 nm, a fourth-order interpolation, and a Fourier grid spacing
of 0.16 nm. Upon simulating the structures in vacuum at 300 K
in the NVT ensemble, using the velocity rescaling thermostat48

with a time constant for the temperature coupling of 0.5 ps, the
polymer chain collapsed within the first 200 ps into a globule,
as shown in Figure 7. The systems are considered to be
collapsed when the Rg value has stabilized.
The resulting collapsed polymer structure was then put into

two different kinds of solvents to check for the solubility.
Chloroform was used as the organic solvent (good) and water
as the polar solvent (poor) for the simulations. We used the
SPC/E water model49 and the GROMOS FF for the
chloroform solvent, respectively. The single polymer globule
was solvated in 259,888 (59,495) molecules of water
(chloroform) and equilibrated in a cubic box of 20 × 20 ×
20 nm3 with periodic boundary conditions. After energy
minimization, simulations in the NVT ensemble were
performed for 800 ps at room temperature (300 K). The
solution was then simulated for 1 ns in the NPT ensemble
maintaining the pressure at 1 atm using the Berendsen
barostat50 with a time constant for pressure coupling of 2 ps.
These equilibration steps were followed by production runs for
5 ns in water and for up to 40 ns in chloroform. The
calculations in water were stopped at 5 ns because there was no
significant change in the values of Rg, as seen (green curve) in
Figure 8. The calculations in chloroform yielded an increase in
the values of Rg even after 30 ns for m = 1, 3. The resulting
weight fractions (Wf) in the solution for different values of m
are shown in Table 4.

As is apparent from Figure 8, the simulations of the solvated
polymer chains starting from the coiled conformations exhibit
qualitatively contrasting behavior depending on the solvent:
while the chain remains collapsed into the globule in water, it
swells and eventually opens in chloroform. It has been well
established that the intramolecular hydrogen bonding in the
DPP compounds hinders its solubility in any kind of solvent.
In order to have the DPP compounds solvated in water, their
polarity needs to be enhanced by the addition of ionic
functional groups51 or in some cases also by carboxylic acid
functional groups.52 The absence of any such functional groups
in the simulated polymers leads to the low solubility in water.
In contrast, the addition of alkyl side chains, as has been
implemented in the present simulations, enhances the
solubility in organic solvents.14 This trend of solubility is
well represented by the radius of gyration, Rg, in water and
chloroform. We can see from Figure 8 that the values of Rg at t
= 0 are different for the green curves and for the red curves.
This is due to the fact that the polymer shows swelling
characteristics in chloroform during NVT and NPT equilibra-
tion.
In order to analyze the solubility trend in more detail, we

determine the solvent-accessible surface area (SASA) for the
segment groups (DPP, thiophene, Py, and alkyl side chains) of
the DPP2PymT polymer chains for m = 1, 2, 3, respectively.
Figure 9 shows the SASA in water (left) and chloroform
(right). We see that the surface areas for DPP, Py, and

Figure 8. Radius of gyration of a single 50-DPP2PymT chain for m =
1, 2, 3 in water (green) and chloroform (red). Water is a poor solvent,
and the polymer remains coiled, while in chloroform (a good solvent),
swelling is clearly visible.

Table 4. Weight fraction (Wf) of the Polymer in Water and
Chloroform Solution

m = 1 m = 2 m = 3

Wf (water) 8.8 × 10−3 9.6 × 10−3 10.4 × 10−3

Wf (chloroform) 5.8 × 10−3 6.3 × 10−3 6.9 × 10−3

Figure 9. SASA (in nm2) for the individual segment types (DPP,
thiophene, Py, and alkyl side chains) of single DPP2PymT polymer
chains with m = 1, 2, 3 in water (left) and chloroform (right).
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thiophenes, which form the backbone of the polymer chain,
remain fairly constant for the duration of 5 ns in both water
and chloroform. However, significant differences can be seen
for the SASA of the alkyl chain. It remains constant in water,
while it increases rapidly in chloroform. This is in line with the
experimental findings, suggesting that the purpose of the side
chains in DPP polymers is to aid in solubility in organic
solvents, which results in the swelling of the polymer chain in
chloroform.14

The above findings show that MD simulations of Np-
DPP2PymT in solutions yield qualitative results as expected
from the literature, supporting the validity of the developed FF.
3.3. Melt Simulations. Conjugated polymers exhibit a

significant change in structural characteristics at high temper-
atures.53 As such structural changes often govern the
performance of the polymer in optoelectronic devices,54 we
also carried out simulations of 50-DPP2PymT melts to study
glass transition as well as the segmental mobility by analyzing
torsional relaxations of the conjugated substituents.
3.3.1. Glass Transition. The initial configuration with the

same degree of polymerization (Np = 50) for polymer melt
simulations has been created with 15 chains in their extended
state. One single extended chain was aligned along the x-axis
and duplicated 3 times along the y-axis and 5 times along the z-
axis. The space between each chain was 5 nm. These chains
were energy-minimized in a 105 × 30 × 30 nm3 box until the
forces on each atom converged to less than 100 kJ/mol/nm.
For similar DPP polymers without aromatic Py substituents,

a melting temperature of about 550 K is known from the
experiment.55 We know as an empirical estimate that the glass-
transition temperature (Tg) is approximately 2/3 of the
melting temperature,56 leading to an expected Tg of around
360 K. We therefore assume that a temperature of 600 K is
sufficiently high to simulate the 50-DPP2PymT melts initially
above Tg. In particular, the melts are first simulated for 2 ns in
the NVT ensemble at 600 K using the velocity rescaling48

thermostat with a time constant of 0.5 ps. The resulting
structure from the NVT run was simulated at 1 atm in the NPT
ensemble. The pressure was maintained using the Berendsen
barostat50 with a constant for pressure coupling of 2.0 ps until
we observed a stable density. These equilibrated systems were
then cooled from 600 to 100 K at a cooling velocity of 10 K/ns
to determine the glass-transition temperatures. This cooling
rate is orders of magnitude higher than the experimental one,
which is computationally infeasible to reach within a
reasonable amount of time. In general, higher cooling rates
lead to higher Tg

57,58 so that our results are expected to
overestimate the experimental glass transition slightly.
Figure 10 shows the cooling curves for the three polymers.

The melt densities at 600 K increase significantly with the
number of thiophene units, amounting to 923, 973, and 1005
kg/m3 for m = 1, 2, 3, respectively. Glass-transition
temperatures are extracted as the intersection of linear
temperature dependence of the density fitted in the regions
clearly below (from 100 to 200 K) and above (from 500 to 600
K) Tg. It is clear from Figure 10 that the transition is not very
definite and occurs gradually, and the glass-transition temper-
atures are obtained as (357 ± 30) K for m = 1, (346 ± 30) K
for m = 2, and (366 ± 20) K for m = 3.
3.3.2. Segmental Mobility. With the details about the glass

transition at hand, we study the conformational mobility and
isomerization rates of the substituents in the polymer
backbone at various temperatures, both above and below Tg.

To this end, we determine the torsional autocorrelation
function (TACF) and analyze its characteristic time decay. We
used snapshots from the 10 K/ns cooling simulation for the
starting structures. The structures were taken between 600 and
250 K at an interval of 50 K. Energy minimization and NVT
and NPT equilibration for 200 ps were carried out on the
starting structures at each temperature. This was followed by a
production run for 1 ns in the NPT ensemble. We study the
segmental relaxation using a normalized autocorrelation
function.

R t
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i i i

i i i

2

2

ϕ ϕ ϕ
ϕ ϕ ϕ
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where cos ϕi(t) and cos ϕi(0) are the torsional angles at time t
and at start of the simulation, respectively.
The autocorrelation for Py−thiophene (Py−T1) and

thiophene−thiophene (T1−T2 and T2−T3) dihedrals at
300 and 500 K are shown in Figure 11 for m = 1, 2, 3. At
300 K, the TACFs for all dihedrals relax only a little, remaining
at values above 0.9 at large times, indicating very little change
in the relative arrangement of the involved conjugated
segments during 1 ns. The observation that the T−T dihedrals
show slightly more relaxation than Py−T can be attributed to
the minimally softer potential and a barrier-free minimum in
the former case.30 In contrast, at 500 K, the differences
between Py−T1 and T1−T2 are not very prominent. Both
show, after an initial fast decay, a second much slower
component, which is not discernible below the glass-transition
temperature.

Figure 10. Temperature dependence of the density of the 50-
DPP2PymT melt (m = 1,2,3) for a cooling rate of 10 K/ns. Linear fits
to the data at low (from 100 to 200 K) and high (from 500 to 600 K)
temperatures are used to obtain glass-transition temperatures of (357
± 30) K for m = 1, (346 ± 30) K for m = 2, and (366 ± 20) K for m =
3.
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The TACFs clearly point to two characteristic relaxation
processes: a rapid one with a small relaxation time τr,
corresponding to the torsional vibrations around the minima
of the dihedral potential, and a slow one with a large τs,
corresponding to cis−trans transitions with energy barriers as
discussed in Section 3.1.3. Hence, we determine both
relaxation times and the activation energy for torsional
relaxations by fitting a sum of two exponentials to the
TACFs. The τr increases with temperature and typically ranges
between 5 and 20 ps below and between 30 and 100 ps above
the glass-transition temperature for both the Py−T (Py−
thiophene) dihedral and T−T (thiophene−thiophene) dihe-
drals.
For the slow relaxation process, τs ranges between 103 and

104 ps at higher temperatures, while it is well above 105 ps for
the lower end of the temperature scale. In Figure 12, we see
that at low temperatures, the logarithm of τs is inversely

proportional to the temperature, as expected by the Arrhenius
equation τ = τ0 exp(Ea/RT), which holds for polymers below
their glass-transition temperature. From linear fits in this
temperature range, we obtain activation energies for the
segmental relaxation of (13.3 ± 1.1) kJ/mol for the Py−T1
dihedral and (9.7 ± 0.3) kJ/mol for the T1−T2 dihedral.
These values are qualitatively in correspondence to the

dihedral barriers we obtain from FF parameterization and
indicate that the torsional motion is the driving mechanism for
polymer relaxation and segmental mobility.

4. SUMMARY
In this paper, we develop an all-atom FF for DPP2PymT for m
= 1, 2, 3 by linking the individual fragments that form the
building blocks for the polymer. We determine bonded
parameters using DFT methods and electrostatic parameters
using the CHELPG scheme. This developed FF is validated
using a series of solution and melt simulations. Qualitative
conclusions drawn from the solution simulations were in line
with the well-established fact that chloroform acts as a good
solvent for DPP polymers with alkyl side chains, while water
shows poor solvent characteristics. The polymer melt provided
reasonable values for the glass-transition temperature ranging
between 340 and 370 K. As a final check, we also looked at the
autocorrelation function for torsional decay which corrobo-
rated well with our FF parameters and softer dihedrals relaxed
with lower relaxation times.
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Figure 12. Logarithm of the relaxation times vs inverse of
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energy for segmental relaxations. The activation energies are shown
on the bottom right for Py−T1 and T1−T2 segmental relaxations.

The Journal of Physical Chemistry B pubs.acs.org/JPCB Article

https://dx.doi.org/10.1021/acs.jpcb.0c06787
J. Phys. Chem. B 2020, 124, 11030−11039

11037

https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?goto=supporting-info
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.0c06787/suppl_file/jp0c06787_si_001.pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Bjo%CC%88rn+Baumeier"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
http://orcid.org/0000-0002-6077-0467
mailto:b.baumeier@tue.nl
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Vivek+Sundaram"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Alexey+V.+Lyulin"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
http://orcid.org/0000-0002-7533-3366
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c06787?fig=fig12&ref=pdf
pubs.acs.org/JPCB?ref=pdf
https://dx.doi.org/10.1021/acs.jpcb.0c06787?ref=pdf


■ ACKNOWLEDGMENTS

Funding for this work was provided by the Netherlands
Organisation for Scientific Research (NWO) and the Nether-
lands eScience Center through project number 027.017.G15,
within the Joint CSER and eScience program for Energy
Research (JCER 2017). B.B. also acknowledges support by the
Innovational Research Incentives Scheme Vidi of the NWO
with project number 723.016.002.

■ REFERENCES
(1) Shockley, W.; Queisser, H. J.; Ell, R. Detailed Balance Limit of
Efficiency of pn Junction Solar Cells. J. Appl. Phys. 1961, 32, 510.
(2) Rühle, S. Tabulated values of the Shockley-Queisser limit for
single junction solar cells. Sol. Energy 2016, 130, 139−147.
(3) Andreani, L. C.; Bozzola, A.; Kowalczewski, P.; Liscidini, M.;
Redorici, L. Silicon solar cells: toward the efficiency limits. Adv. Phys.:
X 2019, 4, 1548305.
(4) Li, W.; Hendriks, K. H.; Wienk, M. M.; Janssen, R. A. J.
Diketopyrrolopyrrole Polymers for Organic Solar Cells. Acc. Chem.
Res. 2016, 49, 78−85.
(5) Zhao, J.; Wang, A.; Green, M. A.; Ferrazza, F. 19.8% efficient
”honeycomb” textured multicrystalline and 24.4% monocrystalline
silicon solar cells. Appl. Phys. Lett. 1998, 73, 1991−1993.
(6) Shah, A.; Torres, P.; Tscharner, R.; Wyrsch, N.; Keppner, H.
Photovoltaic technology: The case for thin-film solar cells. Science
1999, 285, 692−698.
(7) Sai, H.; Matsui, T.; Matsubara, K. Stabilized 14.0%-efficient
triple-junction thin-film silicon solar cell. Appl. Phys. Lett. 2016, 109,
183506.
(8) Qarony, W.; Hossain, M. I.; Hossain, M. K.; Uddin, M. J.;
Haque, A.; Saad, A. R.; Tsang, Y. H. Efficient amorphous silicon solar
cells: characterization, optimization, and optical loss analysis. Results
Phys. 2017, 7, 4287−4293.
(9) Duan, C.; Huang, F.; Cao, Y. Recent development of push-pull
conjugated polymers for bulk-heterojunction photovoltaics: Rational
design and fine tailoring of molecular structures. J. Mater. Chem. 2012,
22, 10416−10434.
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