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Abstract

The aim of this work is to provide a computational framework based on density functional

theory to simulate single-carrier electron dynamics in molecular materials using a master-

equation constructed with Marcus rates. The fundamental theories underlying quantum

mechanics like variational calculus are discussed in the first part of the thesis. Moreover, a

mathematical derivation of the master equation is given by combining Markov chains and

calculus. Various numerical methods such as RK4 and Euler’s method are studied and used

to solve the master equation. The computational model discussed in this thesis is a general

framework that can provide better understanding of electronic dynamics in materials such

as used in organic LEDs and organic photovoltaics. To illustrate this, we have constructed

a small toy model for which we have analyzed the charge carrier mobility and time of flight

properties. The same multiscale method is then used to study the electric-field dependence of

electron dynamics in a box containing 4096 tris(8-hydroxyquinolinato)aluminum molecules

obtained from classical molecular dynamics. The methods presented in this thesis are ap-

plicable to analyze systems of experimentally relevant sizes, however due to computational

cost we have restricted ourselves to 13x13x13 nm simulation boxes.
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1

Introduction

“If we knew what it was we were doing, it would not be called research, would it?”

– Albert Einstein

Before starting this bachelor thesis, it is important to see in what technology the discussed

theory is applied. It is all relevant to explaining and understanding the movement of electrons

through a material. Certain materials can be better conductors of electrons, and thus are

more suitable for specific applications than others. Applications where this study of the

movement of electrons is relevant include, but is not limited to: the workings of organic solar

cells, electrochemical transistors (these are contained in microchips), biosensing applications

and in OLEDs (organic light-emitting diodes) [1]. The materials in these applications are in

so-called organic semiconductors. These consist of molecules, which are mainly composed

of carbon atoms and hydrogen atoms. Organic molecules are generally electrical insulators

(meaning that the electrons within the molecule do not move free easily), however when a

charge is added to the molecule, it becomes semiconducting causing the electron to be able

to move through the material.

We explore the application of OLEDs (organic light-emitting diode) further. OLED screens

are an emerging technology, they provide better performance than their predecessor: LED/

LCD screens. Both the resolution provided by OLED screens is better and the OLED screens

can be a lot thinner. Here follows a brief explanation on how an OLED works.

The general structure of an OLED is the following [2]. There are four different layers: the

cathode, the emitting layer, the conductive layer and the anode. These layers are deposited

on a substrate. When the OLED is turned on, the following happens, see figure 1.1. The

electrons from the cathode are injected in to the organic molecules composing the emitting

layer. These electrons are injected into the LUMO of the organic molecules. The LUMO

is the lowest unoccupied orbital of the molecule. The orbital is a function that describes

the behavior of the electrons in a molecule. Then also in the conductive layer electrons are

removed by the anode. In other words, positively charged ‘holes’ are injected. These holes

are injected in the HOMO of the organic molecules in this layer. The HOMO is the highest

occupied orbital of the molecule. Injected holes and electrons ‘move’ over the molecules

towards each other: they ‘jump’ from molecule to molecule and ‘meet’ somewhere in the

emitting layer. When a hole and an electron meet (e.g. both are close enough to each

other on the same molecule), they form an exciton: the electron and electron hole become

bounded. When the exciton ‘relaxes’ energy is released and light emission takes place in the

form of photons.

7
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conductive layer

cathode

emitting layerphoton

anode

electrons

holes

Figure 1.1: Structure of an OLED: the electrons are at the cathode, while the holes are at

the anode. The electrons and holes move towards each other and when they collide a photon

is released.

In order to determine if a specific material is a good fit for OLED application it is essential to

be able to determine what the mobility of charge transport in the material is. The electron

mobility gives a characterization of how fast an electron can ’move’ through a material. So

let us consider some simulated material by molecular dynamics (i.e. the structural dynamics

of a series of molecules is simulated for a certain time period [3]), that consists of a collection

of molecules. In order to be able to discuss the mobility of charge transport in this material,

we represent this material with a graph containing edge weights that indicate how ‘easy’

the electron transfer is from one molecule i to another j, denoted by ωij , see figure 1.2. In

this model the following equation, known as the Master Equation (derived in chapter 3),

prescribes the probability Pi of an electron to be at a certain molecule i in the material [4]:

dPi
dt

=
∑
j

Pjωij −
∑
j

Piωij . (1.1)

An elaboration equation 1.1 is the following: the first term, dPi
dt denotes the change in the

probability of the electron being at a certain molecule i. This is determined by an electron

’entering’ molecule i from previously being at any other molecule j (represented by Pjωji)

and by an electron leaving molecule i and going to any other molecule j (represented by

Piωij).

For us to be able to assign a meaningful value to these edge weights ωij , Marcus theory can

be used. In Marcus theory the edge weights, ωij are calculated as follows [4]:

ωij =
2π

~
J2
ij√

4πλijkBT
exp

[
− (∆Eij − λij)2

4λijkBT

]
. (1.2)

box with molecules
graph with 
edge weights

Figure 1.2: Transforming a box of molecules to a graph representation
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In equation 1.2 ~ denotes the reduced Planck constant, T the temperature, k the Boltzmann’s

constant, λij the reorganization energy, ∆Eij the free energy difference and Jij the electronic

coupling element.

The charge mobility (dependent on the external electronic field) can be determined from Pi

the probability of the electron being in a certain state and the edge weights ωij . In order

to be able to determine the edge weights, using Marcus theory a deep-dive into quantum

mechanics is needed and to be able to determine the Pi’s, a closer look into probability

theory is required.

In chapter 2 we dive into the theory of quantum mechanics, in order to be able to develop

a method to describe the electron behaviour. Then in chapter 3 the master equation is

derived through the use of probability theory. Through this we will be able to model the

movement of the electron in the molecule box. In chapter 4 we outline different methods

to formulate solutions for the master equation. In chapter 5 the methods outlined in the

previous chapter are applied to a material known as Alq3 and the behaviour of an electron

in this material is studied. Finally in the sixth chapter a conclusion is formulated on all the

theory and application outlined before.
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Quantum Mechanics

“Do not worry about your difficulties in mathematics. I can assure you mine are

still greater.”

– Albert Einstein, Einstein Archives 42-606

2.1 Introduction

Figure 2.1: Max Planck

(1858-1947) received the No-

bel price for his discovery

of energy quantum and the

original work on quantum

mechanics. A German sci-

ence institute from which

Max Planck was president

twice was renamed to the

Max Planck Society in 1948

[5]. Photo via archives of

Max Planck Society.

Before we delve into the theory of quantum mechanics, it

is relevant to first take a look where it originated from.

What caused the classical view of physics, according to

Newton’s laws, to be reconsidered? There were a num-

ber of experimental observations that did not align with

this classical theory. This caused a need for a new ap-

proach, which would become known as quantum mechan-

ics.

Around the 1900’s Planck, a German physicist, considered the

problem of black body radiation. The classical theory could

not provide a correct prediction of the spectrum of the radia-

tion that was emitted by an object at some temperature when

the object was in thermal equilibrium. This spectrum, S(f, T ),

where f denotes the frequency and T denotes temperature was

classically described by the following formula [6]:

S(f, T ) =
8πf2

c3
kT.

Here k denotes the Boltzmann constant and c denotes the

speed of light. From this formula it is obvious that when

the frequency of the object increases, then S, the electro-

magnetic energy emitted increases without bounds. Hence,

at a fixed temperature, an object would be able to radi-

ate infinite amounts of energy at infinitely high frequen-

cies.

11
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classical

Planck

Figure 2.2: Radiation spectrum S for the two different formulas: classical theory versus

Planck’s approach. With the formula provided by classical theory the spectrum increases

without bounds (ultra-violet catastrophe), while this does not happen with Planck’s ap-

proach.

This is not possible, and this phenomenon is referred to as the ultra-violet catastrophe [6].

Why this name? Because ultra-violet light is emitted at very high frequencies, which is where

the problem described above arises. This phenomenon shows that there was a fundamental

problem within classical physics. Planck tried to give an alternative explanation which

would align the existing theory with the experimental observations. He proposed that the

light of a certain frequency f would be emitted (and absorbed) in ’units’ of energy [6], hence

the term ”quantum”. These units quantify the amount of energy that could be emitted

(and absorbed), whereas the classical view allowed a continuous emission (and absorption)

of energy. On basis of this assumption he was able to construct the following formula for

S(f, T ) [6]:

S(f, T ) =
8πf3

c3
1

e
hf
kT − 1

. (2.1)

In equation 2.1, h denotes Planck’s constant. From this formula it can be seen that if the

frequency f increases, S does in fact not increase without bounds, hence the ultra-violet

catastrophe does not occur, as can be seen in figure 2.2. Planck suggested that these units

of energy, which we now know as photons, could be calculated by [6]

E = hf.

When he fitted this formula using experimentally obtained data, he arrived at h = 6.6218 ·
10−34Js [6]. This constant turned out to be fundamental, and will also be a reoccurring

factor throughout the calculations concerning quantum mechanics in this section. The black

body radiation was not the only situation in which the classical theory did not line up

with the experimental observations made. Other experiments also provided substantial

observations that lead to the need to develop a new theory.
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screen

diaphragm

electron gun

Figure 2.3: Setup of the double slit experiment, showing the electron gun shooting the

electrons through the diaphragm which then hit the screen.

electron wave

Figure 2.4: Electron wave passing through the double slits in the diaphragm. Because of

this an interference appears on the screen.

2.2 The double slit experiment

Another experiment that provided insight in where the classical theory of physics had short-

comings is one of the most well-known experiments related to quantum mechanics: the

double slit experiment [7]. In this experiment there are the following components: light

source, diaphragm with two slits, counter and a screen, i.e. a photographic plate. Electrons

pass from the source through the slits and come into contact with the screen. These impacts

of the electrons colliding with the screen we can observe by a mark on the screen, see figure

2.3. There are two different setups considered in the double slit experiment. In both setups

both the slits are open. In the first we cannot know through which each electron passes. In

the second we place a counter to observe which slit each electron passes through: this does

not disturb the path of a certain electron passing through the slits. In the first experiment

the observations on the screen are wave-like: an interference pattern is found. This would

imply that an electron behaves like a wave, see figure 2.4. The only difference between the

first and second setup is whether or not we look at each electron to see which of the two slits

it passes through. We would expect that this does not influence the path a certain electron

takes. However, from the observations of this set up we see a particle-like behaviour, i.e. no

interference happens. This experiment illustrates how we can deal with situations where the

classical theory does not account for the observations that are being made. This provides

us with a way how we can interpret the behaviour of particles: as a wave.
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2.3 The wave function

Figure 2.5: Louis de Broglie

(1892-1987) was a French

scientist. In his career he

worked extensively on wave

mechanics. After working

for 20 years on this, he re-

turned to a study he had at-

tempted early on his career

and applied his knowledge

of wave mechanics to give

an explanation of the wave-

like behaviour of particles in

classical situations. He re-

ceived a Nobel price for his

work [8].Photo via the Nobel

foundation archive

From the double slit experiment we have learned that in cer-

tain settings some objects (i.e. certain particles) can be viewed

as a wave. In classical mechanics, the state of a system is de-

termined in a deterministic way. That is, the state of a sys-

tem can be determined by knowing both the location and the

momentum of the object [9]. However, in quantum mechanics

the concept of duality prohibits the classical deterministic ap-

proach. This duality was introduced by Louis de Broglie. He

proposed that any object with momentum p has an associated

wave, with wavelength λ. The de Broglie relation λ = h
p [9]

relates the momentum, classically only associated with objects,

to wavelength, classically only related to waves. The approach

that all objects have a wave-like behavior has the following con-

sequence: it is impossible to precisely know both the location

and the momentum of the object at the same time. A certain

wave cannot be localized at one particular point, hence the mo-

mentum cannot be known. This idea is known as Heisenberg’s

uncertainty principle [9].

Since the classical way of determining the state of a object does

not work in the realm of quantum mechanics there is a need

for an other way of determining the state of an object. This

brings us to the wave function. We consider a so-called many

body problem. This means that we consider a system of ob-

jects where each of the objects has a position vector, xi that

denotes the spatial coordinate of object i. The first postulate

of quantum mechanics is that the wave function Ψ(x1,x2, ..., t)

contains all the information on the state of a system. It only

depends on location and time, denoted by t [10]. A second pos-

tulate of quantum mechanics takes this probabilistic behaviour

of matter into account by the following: |Ψ(x1,x2, ..., t)|2 is

the probability distribution for the position, hence
∫
|Ψ(x1,x2, ..., t)|2dx1dx2... = 1. The

Lp space, where 0 < p < ∞ is defined as the set of functions f : X → K where f is

measurable and
∫
X
|f |pdµ < ∞ [11]. So we conclude that the wave functions are part

of the L2 space, also known as the Hilbert space: in general we have Ψ : R3 → C and∫
|Ψ(x1,x2, ..., t)|2dx1dx2... = 1. Since the wave function provides all the information about

the system it is very useful to be able to say something about how the wave function

changes/behaves over time. These dynamics are given by the Schrödinger equation [9]:

i~
∂Ψ(x1,x2, ..., t)

∂t
= HΨ(x1,x2, ..., t). (2.2)

This equation is given by the following, and forms another of the postulates of quantum

mechanics The operator H is the Hamiltonian operator for the system. The Hamiltonian is

equal to the sum of the kinetic energy, T , and the potential energy, V , of the system. Now

we have an equation that describes the dynamics of the system, we want to be able to solve

this equation.
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2.4 The Schrödinger equation

Figure 2.6: Erwin

Schrödinger (1887-1961),

commonly called the ’father

of quantum dynamics’,

started to work on the

basis of the Schrödinger

wave equation when Al-

bert Einstein notified

him of the work done by

Louis-Victor de Broglie

concerning particle-wave

duality. He received the

Nobel price in 1933 for his

work on the Schrödinger

wave equation [12]. Photo

via Nobelprize.org.

The Schrödinger equation was introduced in the previous sub-

section, see equation 2.2. A way of solving this differential equa-

tion is to use the technique of separation of variables. Through

this technique we can find the time independent wave function.

When the technique of separation of variables is used, it means

that we can write Ψ(x1,x2, ..., t) as the product of a ΨT(t) that

only depends on the time t (T denotes time) and ΨS(x1,x2, ...)

which only depends on the coordinates (here S denotes spatial)

of the system. So we assume

Ψ(x1,x2, ..., t) = ΨS(x1,x2, ...)ΨT(t).

When this is filled into the Schrödinger equation, the following

is obtained:

i~ΨS(x1,x2, ...)
∂ΨT(t)

∂t
= HΨS(x1,x2, ...)ΨT(t).

If we divide each side by ΨS(x1,x2, ...) and ΨT(t) we find that

the above equation is equivalent with:

i~
ΨT(t)

∂ΨT(t)

∂t
=

1

ΨS(x1,x2, ...)
HΨS(x1,x2, ...). (2.3)

We note that the left hand side of equation 2.3 only depends

on t. Hence, if t changes only the left side of the equation can

change value. But since the right hand side of the equation

stays the same, we obtain that the left side of the equation

must be equal to a constant. Similar reasoning holds for the

spatial coordinate dependence of the right hand side. Together

these constants must add up to zero. In order to ensure this we

choose E and −E for the constants. We obtain:

i~
ΨT(t)

∂ΨT(t)

∂t
= −E ⇐⇒ i~

∂ΨT(t)

∂t
= −EΨT(t)

and

1

ΨS(x1,x2, ...)
HΨS(x1,x2, ...) = E ⇐⇒ HΨS(x1,x2, ...) = EΨS(x1,x2, ...). (2.4)

Equation 2.4 can be interpreted as follows: ΨS(x1,x2, ...) is the eigenvector of H with

corresponding eigenvalue E. To illustrate how the Schrödinger equation is used, we consider

an example.

2.4.1 Example: hydrogen atom

We examine a hydrogen atom, since this ties in to the objective later explored in this paper,

where we are interested in molecules. This atom consists of a proton and an electron. For

simplicity sake, we assume that the proton is infinitely heavy compared to the electron and

does not move compared to the electron. So in fact we are dealing with a one-body problem,

in three dimensions. The Hamiltonian is given by T = − ~2

2m∆ and V = − e
2

r [13], so:
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-

+

Figure 2.7: A graphical representation of the hydrogen atom. The electron (negatively

charged) is positioned with a radius r with angles θ and φ from the proton core (positively

charged).

H = − ~2

2m
∆− e2

r
.

Here e denotes the charge of the electron, x denotes the coordinates of the electron, m

denotes the mass of the electron and ∆ is the Laplacian: ∆ = ∂2

∂x2
1

+ ∂2

∂x2
2

+ ∂2

∂x2
3
. In order to

approach this problem we change to spherical coordinates. We do this because (as can be

seen in figure 2.7) the electron moves around the proton in a way which can be represented

by a sphere around the proton. We write: x1 = r sin(θ) cos(φ), x2 = r sin(θ) sin(φ) and

x3 = r cos(θ) where r is the radial distance between the electron and the proton, 0 ≤ θ < π

and 0 ≤ φ < 2π. In these coordinates the Laplacian changes and becomes

∆ =
1

r2

∂

∂r

(
r2 ∂

∂r

)
+

1

r2 sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

r2 sin θ2

∂2

∂φ2
.

This transformation is obtained as follows. We write:

∂

∂x
=

∂

∂r

∂r

∂x
+

∂

∂θ

∂θ

∂x
+

∂

∂φ

∂φ

∂x
; (2.5)

∂

∂y
=

∂

∂r

∂r

∂y
+

∂

∂θ

∂θ

∂y
+

∂

∂φ

∂φ

∂y
; (2.6)

∂

∂z
=

∂

∂r

∂r

∂z
+

∂

∂θ

∂θ

∂z
+

∂

∂φ

∂φ

∂z
. (2.7)

From how the spherical coordinates are defined we know the following:

r =
√
x2 + y2 + z2;

cos(θ) =
z√

x2 + y2 + z2
⇐⇒ θ = cos−1(

z√
x2 + y2 + z2

);

cos(φ) =
x√

x2 + y2
⇐⇒ φ = cos−1(

x√
x2 + y2

).

We calculate the derivatives and obtain:

∂r

∂x
= cos(φ) sin(θ);

∂r

∂y
= sin(φ) sin(θ);

∂r

∂z
= cos(θ);

∂θ

∂x
=

1

r
cos(φ) cos(θ);

∂θ

∂y
=

1

r
sin(φ) cos(θ);

∂θ

∂z
= −1

r
sin(θ);
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∂φ

∂x
= −1

r

sin(φ)

sin(θ)
;

∂φ

∂y
=

1

r

cos(φ)

sin(θ)
;

∂φ

∂z
= 0.

Now we can fill in these expressions into equation 2.5, 2.6 and 2.7. Thus we obtain:

∂

∂x
= sin(θ) cos(φ)

∂

∂r
+

1

r
cos(θ) cos(φ)

∂

∂θ
− 1

r

sin(φ)

sin(θ)

∂

∂φ
;

∂

∂y
= sin(θ) sin(φ)

∂

∂r
+

1

r
cos(θ) sin(φ)

∂

∂θ
+

1

r

cos(φ)

sin(θ)

∂

∂φ
;

∂

∂z
= cos(θ)

∂

∂r
− 1

r
sin(θ)

∂

∂θ
.

Now we found expressions for the first derivatives. However for the Laplacian we need

expressions for the second derivatives. Hence we apply each derivative to itself to obtain

(through the chain rule) the following:

∂2

∂x2
= sin2(θ) cos2(φ)− 1

r2
cos(θ) sin(θ) cos2(φ)

∂

∂θ
+

1

r
cos(θ) sin(θ) cos2(φ)

∂2

∂r∂θ

+
1

r2
cos(φ) sin(φ)

∂

∂φ
− 1

r
cos(φ) sin(φ)

∂2

∂r∂φ
+

1

r
cos(θ) sin(θ) cos2(φ)

∂2

∂r∂θ

+
1

r
cos2(θ) cos2(φ)

∂

∂r
+

1

r2
cos2(θ) cos2(φ)

∂2

∂θ2
− 1

r2
cos(θ) sin(θ) cos2(φ)

∂

∂θ

− 1

r2

cos(θ) cos(φ) sin(φ)

sin(θ)

∂2

∂θ∂φ
+

1

r2

cos2(θ) cos(φ) sin(φ)

sin2(θ)

∂

∂φ

− 1

r
sin(φ) cos(φ)

∂2

∂r∂φ
+

1

r
sin(φ)2 ∂

∂r
− 1

r2

cos(θ) cos(φ) sin(φ)

sin(θ)

∂2

∂θ∂φ

+
1

r2

cos(θ) sin2(φ)

sin(θ)

∂

∂θ
+

1

r2

sin2(φ)

sin2(θ

∂2

∂φ2
+

1

r2

cos(φ) sin(φ)

sin2(θ)

∂

∂φ
;

∂2

∂y2
= sin2(θ) sin2(φ)

∂2

∂r2
+

1

r
cos(θ) sin(θ) sin2(φ)

∂2

∂r∂θ
− 1

r2
cos(θ) sin(θ) sin2(φ)

∂

∂θ

+
1

r
cos(φ) sin(φ)

∂2

∂r∂φ
− 1

r2
sin(φ) cos(φ)

∂

∂φ
+

1

r
cos(θ) sin(θ) sin2(φ)

∂2

∂r∂θ

+
1

r
cos2(θ) sin2(φ)

∂

∂r
+

1

r2
cos2(θ sin2(φ)

∂2

∂θ2
− 1

r2
cos(θ) sin(θ) sin2(φ)

∂

∂θ

+
1

r2

cos(θ) cos(φ) sin(φ)

sin(θ

∂2

∂θ∂φ
− 1

r2

cos2(θ) cos(φ) sin(φ)

sin2(θ)

∂

∂φ
+

1

r
cos(φ) sin(φ)

∂2

∂r∂φ

+
1

r
cos2(φ)

∂

∂r
+

1

r2

cos(θ) cos(φ) sin(φ)

sin(θ)

∂2

∂θ∂φ
+

1

r2

cos(θ) cos2(φ)

sin(θ)

∂

∂θ

− 1

r2

cos(φ) sin(φ

sin2(θ)

∂

∂φ
+

1

r2

cos2(φ)

sin2(θ)

∂2

∂φ2
;

∂2

∂z2
= cos2(θ)

∂2

∂r2
− cos(θ) sin(θ)

r

∂2

∂θ
∂r +

1

r2
sin(θ) cos(θ)

∂

∂θ
+

1

r2
sin2(θ)

∂2

∂θ2

+
1

r2
sin(θ) cos(θ)

∂

∂θ
− 1

r
sin(θ) cos(θ)

∂2

∂θ∂r
+

1

r
sin2(θ)

∂

∂r
.

The Laplacian is defined to be the sum of these second derivatives and so we group the terms

together based on the derivatives involved and obtain as coefficients for these derivatives:

∂2

∂r2
: 1

∂2

∂θ2
:

1

r2

∂2

∂φ2
:

1

r2 sin2(θ)
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∂

∂r
:

2

r

∂

∂θ
:

1

r2

cos(θ)

sin(θ)

∂

∂φ
: 0

∂2

∂r∂θ
: 0

∂2

∂r∂θ
: 0

∂2

∂θ∂φ
: 0

We find the following for the Laplacian:

∆ =
∂2

∂r2
+

2

r

∂

∂r
+

1

r2

∂2

∂θ2

1

r2 sin2(θ)

∂2

∂φ2
+

1

r2

cos(θ)

sin(θ)

∂

∂θ

⇐⇒ ∆ =
∂2

∂r2
+

2

r

∂

∂r
+

1

r2

(
∂2

∂θ2
+

1

sin2(θ)

∂2

∂φ2
+

cos(θ)

sin(θ)

∂

∂θ

)
.

Because of the chain rule we can write the following:

∆ =
∂2

∂r2
+

2

r

∂

∂r
+

1

r2 sin2(θ)

∂2

∂φ2
+

1

r2

1

sin(θ)

∂

∂θ

(
sin(θ)

∂

∂θ

)
.

We can rewrite this in the desired form, again using the chain rule:

∆ =
1

r2

∂

∂r

(
r2 ∂

∂r

)
+

1

r2 sin (θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
+

1

r2 sin (θ)
2

∂2

∂φ2
.

Now to find a solution to the Schrödinger equation corresponding with this Hamiltonian in

spherical coordinates, we use the separation of variables technique and write:

Ψ(r, θ, φ) = R(r)Y (θ, φ).

The interpretation for writing Ψ like this is that r can change independently from θ and φ

and vice versa. We fill this in for the Schrödinger equation and find:

− ~
2m

(
1

r2

∂

∂r

(
r2 ∂

∂r

)
+

1

r2 sin (θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
+

1

r2 sin (θ)
2

∂2

∂φ2

)
R(r)Y (θ, φ)

−e
2

r
R(r)Y (θ, φ) = ER(r)Y (θ, φ).

Now we rearrange some terms, divide by − ~2

2m and obtain:

Y (θ, φ)
1

r2

∂

∂r

(
r2 ∂

∂r

)
R(r) +R(r)

1

r2 sin (θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
Y (θ, φ)

+R(r)
1

r2 sin (θ)
2

∂2

∂φ2
Y (θ, φ)− 2m

~2

(
− e2

r
− E

)
R(r)Y (θ, φ) = 0.

We divide by R(r)Y (θ, φ) and multiply everything with r2 to obtain:

1

R(r)

∂

∂r

(
r2 ∂

∂r

)
R(r)− 2mr2

~2

(
− e2

r
− E

)
+

1

Y (θ, φ) sin (θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
Y (θ, φ)+

1

Y (θ, φ) sin (θ)
2

∂2

∂φ2
Y (θ, φ) = 0.

Here the first part of the equation is only dependent on r, while the second part of the

equation is only dependent on θ and φ. This means that the first part of the equation is

equal to some constant, say K and the second part of the equation is equal to −K, because

the sum must be equal to zero. Now instead of choosing K as this constant, we instead

choose l(l + 1). This seems like an arbitrary choice at this point, but the reasoning for this

choice will become clear later. We end up with two equations:
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1

R(r)

∂

∂r

(
r2 ∂

∂r

)
R(r)− 2mr2

~2

(
− e2

r
− E

)
= l(l + 1); (2.8)

1

Y (θ, φ) sin (θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
Y (θ, φ) +

1

Y (θ, φ) sin (θ)
2

∂2

∂φ2
Y (θ, φ) = −l(l + 1). (2.9)

We call equation 2.8 the radial equation and equation 2.9 the angular equation. First we

investigate the angular equation. For this we use the separation of variables technique again

and use Y (θ, φ) = f(θ)g(φ). So then we obtain:

1

f(θ)g(φ) sin (θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
f(θ)g(φ) +

1

f(θ)g(φ) sin (θ)
2

∂2

∂φ2
f(θ)g(φ) = −l(l + 1).

Then we multiply everything by sin (θ)
2

and divide by f(θ)g(φ) and rearrange to obtain:

sin (θ)

f(θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
f(θ) + l(l + 1) sin (θ)

2
+

1

g(φ)

∂2

∂φ2
g(φ) = 0.

We encounter a similar situation as before. We see that the first part of the equation is only

dependent on θ while the second part of the equation is only dependent on φ. Hence the

first part of the equation is equal to some constant and the second part of the equation is

equal to minus that constant. We choose m2 as this constant, again the reason for this will

become clear later. Now we obtain two more equations:

sin (θ)

f(θ)

∂

∂θ

(
sin (θ)

∂

∂θ

)
f(θ) + l(l + 1) sin (θ)

2
= m2; (2.10)

1

g(φ)

∂2

∂φ2
g(φ) = −m2. (2.11)

Equation 2.10 is called the polar angle equation and equation 2.11 is called the azimuthal

angle equation. First we look at the solution for the azimuthal angle equation. We rewrite

this equation to the following:

∂2

∂φ2
g(φ) +m2g(φ) = 0.

The characteristic polynomial for this is: r2 +m2 = 0, where the solution for the differential

equation is given by g(φ) = erφ. So we solve for r and find r = im so the solution for the

azimuthal angle equation is given by: gm(φ) = eimφ. Now we turn our attention to the

polar angle equation, given by equation 2.10. Rewriting and expanding some terms of this

equation gives the following:

sin(θ)2 ∂
2f(θ)

∂θ2
+ sin(θ) cos(θ)

∂f(θ)

∂θ
+ l(l + 1) sin(θ)2f(θ)−m2f(θ) = 0. (2.12)

Now we use the substitution x = cos(θ), for which the reasoning will (again) become clear

later. Then we need:
∂f(θ)

∂θ
=
∂f(x)

∂x

∂x

∂θ
=
∂f(x)

∂x
· − sin(x);

and:
∂2f(θ)

∂θ2
=

∂

∂θ

(
− sin(θ)

∂f(x)

∂x

)
= − cos(θ)

∂f(x)

∂x
− sin(θ)

∂

∂θ

∂f(x)

∂x

= − cos(θ)
∂f(x)

∂x
− sin(θ)

∂

∂x

(
∂x

∂θ

∂f(x)

∂x

)



20 2. QUANTUM MECHANICS

= − cos(θ)
∂f(x)

∂x
+ sin(θ)2 ∂

2f(x)

∂x2
.

We substitute this into equation 2.12, divide by sin(θ)2 and obtain:

sin(θ)2 ∂
2f(x)

∂x2
− cos(θ)

∂f(x)

∂x
− cos(θ)

∂f(x)

∂x
+ l(l+ 1)f(x)− cos(θ)

∂f(x)

∂x
− m2

sin(θ)2
f(x) = 0.

We know that sin2(θ) = 1− cos2(θ) = 1− x2 which gives us:

(1− x2)
∂2f(x)

∂x2
− 2x

∂f(x)

∂x
+ l(l + 1)f(x)− m2

1− x2
f(x) = 0. (2.13)

Equation 2.13 is known as the associated Legendre equation. Its solutions are the associated

Legendre polynomials, which are given by:

Pl,m(x) = (−1)m
√

(1− x)m
∂m

∂xm
Pl(x).

Where Pl(x) are the Legendre polynomials given by: Pl(x) = (−1)l

2ll!
∂l

∂xl
(1− x2)l.

Finally we turn our attention to the radial equation, which was given by equation 2.8. We

multiply this by R(r) and rearrange terms to obtain:

∂

∂r

(
r2 ∂

∂r

)
R(r) +

(
2mr2

~2

(
e2

r2
+ E

)
− l(l + 1)

)
R(r) = 0. (2.14)

We use the substitution y(r) = rR(r) so R(r) = y(r)
r . Using this substitution we obtain:

∂

∂r

(
r2 ∂

∂r

)
R(r) =

∂

∂r

(
r2 ∂

∂r

)
y(r)

r
=

∂

∂r

(
− y(r) + r

∂y(r)

∂r

)
= r

∂2y(r)

∂r2
.

Now we can rewrite equation 2.14, combined with dividing by r, to the following:

∂2y(r)

∂r2
+

(
2me2

r~2
+

2mE

~2
− l(l + 1)

r2

)
y(r) = 0.

We do one additional substitution: ( ε2 )2 = −2mE
~2 . Here E < 0 is ensured to obtain a real ε.

So we obtain:
∂2y(r)

∂r2
+

(
2me2

r~2
− ε2

4
− l(l + 1)

r2

)
y(r) = 0.

Lastly we use the substitution x = rε, which relates the radial distance to the energy. Then

we need:

∂r =
∂x

ε
;

∂2y(r)

∂r2
=

∂

∂r

(
∂y(r)

∂r

)
= ε2

∂2y(x)

∂x2
.

When we use this and also divide everything by ε2, we find:

∂2y(x)

∂x2
+

(
2me2

~2xε
− 1

4
− l(l + 1)

x2

)
y(x) = 0. (2.15)

Now, the solutions for equation 2.15 are very similar to the orthogonal solutions that are

solutions for a related equation to the associated Laguerre equation. These orthogonal solu-

tions are given by: ỹkj (x) = e−
x
2 x

k
2Lkj . Here Lkj (x) denote the associated Laguerre function,

given by: Lkj (x) = (−1)k ∂k

∂xk
Lj+k(x). Here Lj+k(x) are Laguerre functions, which are given

by Lj(x) = ex ∂j

∂xj e
−xxj . So instead, we consider:

ykj (x) = e−
x
2 x

k+1
2 Lkj . (2.16)
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Which is the solution to the equation:

∂2ykj (x)

∂x2
+

(
1

4
+

2j + k + 1

2x
− k2 − 1

4x2

)
ykj (x) = 0.

And we observe that this is equation to equation 2.15 with l(l + 1) = k2−1
4 and 2me2

~2ε =
2j+k+1

2 . We rewrite to find the indices:

4l(l + 1) = k2 − 1 ⇐⇒ k2 = 4l(l + 1) + 1 = (2l + 1)2 ⇐⇒ k = 2l + 1;

2me2

~2ε
=

2j + 2l + 2

2
= j + l + 1.

We define n := j + l+ 1 such that n = 2me2

~2n ⇐⇒ ε = 2me2

~2n . Now finally we put everything

together, translate back using the substitution y(r) = rR(r) and find for the solutions of

the radial equation:

R(r) =
e−

x
2

r
xl+1L2l+1

n−l−1(x), where x =
2me2r

~2n
.

To find the corresponding energy levels (given by the eigenvalues), we write: ε2 = 4m2e4

~4n2

combined with ε2

4 = − 2mE
~2 , so:

−8mE

~2
=

4m2e4

~4n2
⇐⇒ En = − me4

2~2n2
.

We have considered a relatively simple situation: we only consider one atom which is in

fact also the simplest atom we know. A hydrogen atom only contains one proton and one

electron. However from the above discussed described work that is required to calculate

the energy levels of the hydrogen atom, it can be seen that when the situation becomes

even only a little more difficult, e.g. considering two electrons the calculations will become

much more complicated. When we consider a many-body problem, where there is a number

of protons and a number of electrons, the analytic computation will become impossible to

perform.
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2.5 Born-Oppenheimer approximation

Figure 2.8: Julius Robert

Oppenheimer (1904-1969)

went to study at the

university of Göttingen

in 1926 where he was

supervised by Max Born

(1882-1970). Here, they

worked on the paper on the

Born-Oppenheimer approxi-

mation in 1927 [14]. Photo

via the Atomic Heritage

Foundation.

So far a general system of objects with coordinates x1,x2, ... has

been considered. Now we specify the system we are looking at.

We consider a molecular system which consists of N nuclei and

n electrons. This system has the following corresponding wave

function: Ψ(r1, r2, ..., rn,R1,R2, ...,RN , t) = Ψ({ri}, {RI}, t)
with ri,RI ∈ R3. Here ri denotes the position of electron i and

RI denotes the position of nucleus I. The Schrödinger equation

can be written as follows:

i~
∂Ψ({ri}, {RI}, t)

∂t
= HΨ({ri}, {RI}, t).

Using the separation of variables technique, described in the

previous subsection, we write the following for the Schrödinger

time independent equation as

HΨ({ri}, {RI}) = EΨ({ri}, {RI}). (2.17)

In such a molecular system the following terms will together

compose the Hamiltonian[15]: The kinetic energy term (T ) of

the Hamiltonian is composed of:

• the nuclear kinetic energy term: −~2

2

∑N
I=1

∇2
I

MI
, where MI

denotes the mass of nucleus I;

• the electronic kinetic energy term: − ~2

2m

∑n
i=1∇2

i , where

m denotes the mass of an electron.

And the potential energy term (V ) of the Hamiltonian is composed of:

• the electron-nuclear attraction −
∑N
I=1

∑n
i=1

ZIe
2

||ri−RI || , where ZI denotes the atom

number;

• the nuclear-nuclear repulsion
∑N
I=1

∑N
J=1

ZIZJe
2

||RI−RJ || , where the summation is restricted

to I 6= J ;

• the electron-electron repulsion
∑n
i=1

∑n
j=1

e2

||ri−rj || , where the summation is restricted

to i 6= j.

So the complete Hamiltonian for the system reads:

H = −~2

2

N∑
I=1

∇2
I

MI
− ~2

2m

n∑
i=1

∇2
i−

N∑
I=1

n∑
i=1

ZIe
2

||ri −RI ||
+

N∑
I=1

N∑
J=1

ZIZJe
2

||RI −RJ ||
+

n∑
i=1

n∑
j=1

e2

||ri − rj ||
.

When this Hamiltonian is substituted into the time independent Schrödinger equation, equa-

tion 2.17, no exact solution can be found. Therefore we must employ an approximation in

order to be able to say something about the system. This brings us to the Born-Oppenheimer

approximation. In this approximation, it is assumed that the nuclei are infinitely heavy com-

pared to the electrons [15]. This thus means that the nuclei do not move compared to the

electrons, hence they are stationary. This means that the location of the nuclei in the molec-

ular system can be considered a parameter. In mathematical terms that means that we can

write the time independent wave function as follows:

Ψ({ri}, {RI}) = Ψel({ri}, {RI})Ψnuc({RI}).
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Here Ψel is the electronic wave function, with {RI} treated as a parameter, because from

the viewpoint of the electrons the nuclei are static, and Ψnuc is the nuclear wave function.

Now, in order to be able to solve the time independent Schrödinger equation, we would like

to be able to write H = Hel +Hnuc. Then we would be able to write two time independent

the Schrödinger equations: one for the electrons and one for the nuclei. The term caused by

electron-nucleus interaction prohibits us from doing this. However, due to our assumption

we can view this term as having the RI as a parameter. So we write for the Hamiltonian

for the electrons:

Hel = − ~2

2m

n∑
i=1

∇2
i −

N∑
I=1

n∑
i=1

ZIe
2

||ri −RI ||
+

n∑
i=1

n∑
j=1

e2

||ri − rj ||
.

And for the Hamiltonian for the nuclei we write:

Hnuc = −~2

2

N∑
I=1

∇2
I

MI
+

N∑
I=1

N∑
J=1

ZIZJe
2

||RI −RJ ||
.

When we fill in the time independent the Schrödinger equation we obtain:

(Hel +Hnuc)ΨelΨnuc = EΨelΨnuc.

Which is equivalent to:

ΨnucHelΨel + ΨelHnucΨnuc = EΨelΨnuc.

When we divide by Ψel and Ψnuc this is equivalent to:

1

Ψel
HelΨel +

1

Ψnuc
HnucΨnuc = E.

This means that we obtain:
1

Ψel
HelΨel = Un({RI}).

Where Un({RI}) is a function with as parameter {RI}. We find the following for the

electronic time independent the Schrödinger equation:

HelΨel = Un({RI})Ψel. (2.18)

Then we look at the part of the equation concerning the nuclei and find:

1

Ψnuc
HnucΨnuc = E − Un({RI}).

Which gives us for the nuclei time independent the Schrödinger equation:

HnucΨnuc = (E − Un({RI}))Ψnuc.

For us the electronic time independent Schrödinger equation is of importance. We are

interested in the dynamics of the electrons and their behaviour.

2.6 Density functional theory

Up until now we used the Born-Oppenheimer approximation in order to simplify the problem

to be able to solve equation 2.17. However, only using the Born-Oppenheimer approximation

is not enough. The resulting equation, equation 2.18 is not solvable yet. This is why we

need density functional theory developed by Hohenberg, Kohn and Sham.
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Figure 2.9: Illustration of the Brachystochrone problem: what is the fastest curve from

(x0, y0) to (x1, y1)?

2.6.1 Origin of variational calculus (the Brachystochrone problem)

In order to be able to proceed in our quest of solving the Schrödinger equation for the many-

body problem we will use the method developed by Hohenberg, Kohn and Sham. However,

in order to able to use this method, preliminary knowledge about calculus of variations is

needed. Before we delve into this theory, we discuss where calculus of variation originated

from [16].

Variational calculus essentially originated from a problem that was formulated by Johann

Bernoulli. He and his brother Jacob were very competitive, and Johann posed the problem

as a challenge for Jacob. Johann’s pupil (Euler) created an important framework while

solving this particular problem, in order to be able to solve variational problems. This is

why this particular problem, known as the brachystochrone problem, is of such significance

in the history of variational calculus.

The problem that Johann formulated was the following: consider a beginning point and an

end point in the plane. Find the shape of a wire (i.e. a curve) from which a bead travels

from the beginning point to the end point travels in minimal time. The motion of the

bead is allowed to be frictionless. The curve that corresponds to the shape of the wire that

yields this minimal time is called a brachystochrone (in Greek brakhistos means shortest and

khronos means time), see figure 2.9. The modeling of the problem is done as follows: consider

Cartesian coordinates, where the positive y-axis is oriented downwards (in the direction of

the gravitational force). We let (x0, y0) denote the initial position and (x1, y1) denote the

final position of the bead. We need x0 < x1 and y0 < y1. The problem only makes sense for

continuous curves. We represent the curve by a function y : [x0, x1] → R where y is piece

wise differentiable on the interval [x0, x1]. The total time that it takes the bead to slide

down some curve, is given by:

Tbead(y) =

∫ L

0

1

v(s)
ds. (2.19)
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In which v denotes the velocity of the bead, L denotes the arclength of the curve y and s is

the arclength parameter. The velocity at any position needs to satisfy the law of conservation

of energy, so the sum of kinetic energy (= 1
2mv

2) and potential energy (=mgy) is constant

(m denotes the mass of the bead). So we have:

1

2
mv2(x) +mgy(x) = c ⇐⇒ v(x) =

√
2c

m
− 2gy(x). (2.20)

We can find the value of c because the law of conservation of energy holds at every point on

the curve, in particular at (x0, y0), which are known so:

c =
1

2
mv2(x0) +mgy(x0) = mgy(x0).

This holds because the starting velocity of the bead is equal to zero.

We fill in the expression for v(x) we found in equation 2.20 into equation 2.19 and obtain:

Tbead(y) =

∫ x1

x0

1√
2c
m − 2gy(x)

ds.

We know that ds =
√

(dx)2 + (dy)2 =
√

(dx)2(1 + (dxdy )2) =
√

1 + (y′(x))2dx. This gives

us the following expression for Tbead:

Tbead(y) =

∫ x1

x0

√
1 + (y′(x))2√
2c
m − 2gy(x)

dx. (2.21)

We want the expression for Tbead in equation 2.21 to be minimal and y(x0) = y0, y(x1) = y1

to be satisfied. In order to be able to do this, we need knowledge about variational calculus.

2.6.2 Variational calculus

In order to proceed knowledge about functionals is necessary. A functional can be described

by being a function of a function [17]. That is, a functional associates a number with a set of

functions, each containing a certain number of variables. A functional is denoted by writing

F . For illustration an example of a functional is taking the integral over a certain function,

e.g.:

F [f ] =

∫ x2

x1

f(x)dx.

Now we take a look at the functional derivative. Variation of any function of f by an

infinitesimal amount can be written in the following form:

δf = εη.

Here ε is infinitesimal and η is a random function. We want to define the functional derivative

through the variation of the functional F which results from variation of f by δf [17]. We

define the following:

δF = F [f + δf ]− F [f ].

The functional derivative is defined as follows:

dF [f + εη]

dε

∣∣∣∣
ε=0

=

∫
δF [f ]

δf(x1)
η(x1)dx1.

It is of course not guaranteed that the statement above holds. Only if it does hold, we say

that the functional is differentiable.
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Figure 2.10: Varied curves

Here follows an example for illustration. Consider the functional F [f ] = f(x0) where x0 ∈
(x1, x2. So this functional has the value of the function at the point x0. We can write this

functional in another form using the δ-function: Fδ[f ] =
∫ x2

x1
δ(x−x0)f(x)dx. Here δ(x−x0)

has value 1 if x = x0 and value 0 else. We calculate the variation of this functional:

δFδ = F [f + δf ]− F [f ] = F [f + εη]− F [f ]

=

∫ x2

x1

δ(x− x0)(f(x) + εη(x))dx−
∫ x2

x1

δ(x− x0)f(x)dx =

∫ x2

x1

δ(x− x0)εη(x)dx.

When this is compared to the definition of the functional derivative we obtain that δFδ
δf(x) =

δ(x− x0).

We now take a look at the Euler-Lagrange equation. For this we consider a functional in the

following form:

J [y] =

∫ x2

x1

f(x, y, y′)dx.

Suppose that J(Y ) has a minimum at Y = y. Then J(Y ) ≥ J(y) for all Y where Y (x1) = y1

and Y (x2) = y2. We expand the J(Y ) by taking varied curves: Y = y + εξ, see figure 2.10.

When we substitute Y = y + εξ we obtain the following:

J(y + εξ) =

∫ x2

x1

f(x, y + εξ, y′ + εξ′)dx.

Now we take a fixed x ∈ (x1, x2) and treat y and y′ as independent variables. Through

Taylor expansion we then obtain:

J(y + εξ) =

∫ x2

x1

f(x, y, y′) + εξ
∂f

∂y
+ εξ′

∂f

∂y′
+O(ε2)dx.

Where ∂f
∂y = ∂f(x,Y,Y ′)

∂Y at Y = y and Y ′ = y′. Take δJ = ε
∫ x2

x1
ξ ∂f∂y + ξ′ ∂f∂y′ dx. Then we can

write:

J(y + εξ) = J(y) + δJ +O(ε2).
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We claim that if J(Y ) has a minimum at Y = y then δJ must be equal to 0. The proof for

this is as follows: First suppose that J(Y ) has a minimum at Y = y, but δJ 6= 0. Then we

know J(Y ) − J(y) = δJ + O(ε2). When εξ is small enough, then the sign of J(εξ) − Y (y)

is equal to the sign of δJ . We know that because there is a minimum of J at Y = y that

sign(J(y + εξ) − J(y)) ≥ 0. However the sign of δJ can be both positive and negative,

since this depends on the varied curves that correspond to the chosen εξ. This thus gives a

contradiction and we obtain that δJ = 0 if there is a minimum at Y = y.

Now let us return to the expression for δJ , and particularly the term
∫ x2

x1
ξ′ ∂f∂y′ . We use

integration by parts on this term and obtain:
∫ x2

x1
ξ′ ∂f∂y′ =

[
ξ ∂f∂y′

]x2

x1

−
∫ x2

x1
ξ d
dx

∂f
∂y′ . When we

plug this into our expression for δJ we obtain:

δJ = ε

∫ x2

x1

ξ

(
∂f

∂y
− d

dx

∂f

∂y′

)
dx.

Define here J ′(y), the functional of J with respect to y to be the following:

J ′(y) =
∂f

∂y
− d

dx

∂f

∂y′
.

The above equation being equal to zero, hence J(Y ) having a minimum, is called the Euler-

Lagrange equation [18].

2.6.3 Revisiting the Brachystochrone problem

We have now seen the theory behind calculus of variations and can use this to revisit

the Brachystochrone problem formulated before. The problem (given in equation 2.18) is

essentially the same as optimizing the following functional, because the
√

2g does not change

the location of the extrema, only the magnitude:

J(y) =

∫ x1

x0

√
1 + (w′(x))2√

(x)
dx, where w(x) =

1

2g

(
2c

m
− 2gy(x)

)
. (2.22)

In order to solve this problem, we prove the following statement: For J a functional of the

form J(y) =
∫ x1

x0
f(y, y′)dx we define the function H as follows: H(y, y′) = y′ ∂f∂y′ − f . Then

H is constant for any extreme y [16].The proof is as follow: suppose y is an extremal for J .

Then we write:

d

dx
H(y, y′) =

d

dx

(
y′
∂f

∂y′
− f

)
= y′′

∂f

∂y′
+ y′

d

dx

∂f

∂y′
−
(
y′
∂f

∂y
+ y′′

∂f

∂y′

)
= y′

(
d

dx

∂f

∂y′
− ∂f

∂y

)
= 0.

The last step follows from recognizing the Euler-Lagrange equation for extremal y. So we

conclude that H must be constant.
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Now we can use this statement for our particular situation. Here:

H(w,w′) = w′
∂f

∂w′
− f

=
(w′)2√

w(1 + (w′)2
−
√

1 + (w′)2

√
w

= − 1√
w(1 + (w′)2)

.

Hence we obtain that w(1 + (w′)2) = C, where C denotes a constant. We solve this using a

parameter: let w′ = tan θ. This gives 1 + (w′)2 = sec2 θ and

w =
C

sec2 θ
= C cos2 θ =

C

2
(1 + cos 2θ) = k(1 + cos 2θ). (2.23)

Where k = C
2 . Then we write the following:

dw = d(k(1 + cos 2θ))

= kd(cos(2θ))

= −2k sin(2θ)dθ

= −4k sin θ cos θdθ.

We can write dw
dx = tan θ ⇐⇒ dx = 1

tan θdw = cot θdw. Hence we obtain:

dx = cot θdw

= −4k cot θ sin θ cos θdθ

= −4k cos2 θdθ

= −2k(1 + cos 2θ)dθ.

Hence we obtain:

x =

∫
−2k(1 + cos 2θ)dθ = −2kθ − sin 2θ +D. (2.24)

Here D denotes some constant. Using the expressions for w and x in equation 2.23 and 2.24

provides us with the solution curves for this problem. The solution curve for the original y

can be found using the expression for w described in equation 2.22.

2.6.4 Deriving the Kohn-Sham equations

A method to derive properties of the many-body system is density functional theory (DFT).

This theory has been developed by Hohenberg, Kohn and Sham. Within DFT the properties

of the ground state of the system can be obtained only by a density distribution of the

electrons in the system, denoted by ρ(r). Hohenberg and Kohn have shown that the total

energy of the system is expressed as a functional of this electron density. The minimum

value of the total energy functional corresponds to the energy of the ground state.

First we are going to take a look at the Hohenberg-Kohn theorem. This says that the

ground state properties are expressed as functionals of ρ(r). The ground state of the system

is determined by the total number of electrons n and the external potential, denoted by

v(r). These together determine the Hamiltonian of the system.
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The first part of the Hohenberg-Kohn theorem states that v(r) is determined uniquely by

the density ρ(r) [17]. The density ρ(r) yields the total number of electrons n, so then ρ(r)

determined the ground state wave function Ψel. To show that ρ(r) uniquely determines

v(r) we assume the following: let v(r) and v′(r) be two different external potentials which

both yield the same ground state density ρ(r). Since the two potentials v(r) and v′(r)

are different, they both have different Hamiltonians Hel and H ′el. We have the following

eigenvalue equations:

HelΨel = E0Ψel and H ′elΨ
′
el = E′0Ψ′el.

Here E0 and E′0 denote the ground state energies. Because these are the ground state

energies we have:

E0 < 〈Ψ′el|Hel|Ψ′el〉 = 〈Ψ′el|H ′el|Ψ′el〉+ 〈Ψ′el|Hel −H ′el|Ψ′el〉

= E′0 +

∫
ρ(r[v(r)− v′(r)]dr.

(2.25)

Also we have:

E′0 < 〈Ψel|H ′el|Ψel〉 = 〈Ψel|Hel|Ψel〉+ 〈Ψel|H ′el −Hel|Ψel〉

= E0 −
∫
ρ(r[v(r)− v′(r)]dr.

(2.26)

Adding equation 2.25 and 2.26 together yields the following: E0 + E′0 < E′0 + E0. This is

a contradiction. Hence, it is proved that the density ρ(r) determines the external potential

v(r) uniquely.

We represent the total energy functional Ev[ρ] as the sum of the kinetic energy, denoted

by T [ρ], the potential energy from the electron-nuclear attraction denoted by ne[ρ] and the

electron-electron repulsion Vee[ρ], so we have:

Ev[ρ] = T [ρ] + Vne[ρ] + Vee[ρ] =

∫
ρ(rv(r)dr + F [ρ] where F [ρ] = T [ρ] + Vee[ρ].

The second part of the Hohenberg-Kohn theorem states that the total energy of the ground

state of the system E0 is obtained by minimazation of the total energy functional Ev[ρ] with

respect to the density ρ(r), i.e. E0 ≤ Ev[ρ(r)] This is known as the variational principle

[17].

A density is v-representable if the density ρ(r) uniquely defines the external potential v(r).

This is what we have considered so far. However, it turns out that for some electron densities

this need not be true. We can define DFT in a similar way with a weaker condition, using a

n-representable density. This is when the density can be obtained from some anti-symmetric

wave function. This can be done using the method of Levy’s Formalism [17].

The Hamiltonian is given by the following: Hel = T + Vee +
∑n
i vext(ri). Here T denotes

the kinetic energy, Vee denotes the electron-electron repulsion and vext(r) is the external

sheet. The functional corresponding to the n-representable density is the following: F [ρ] =

minΨel→ρ〈Ψel|T+Vee|Ψel〉. Here Ψel → ρ means that the minimization is done over the wave

function such that ρ is yielded. Then in this approach, the variational principle constitutes

the following:

E[ρ] =

∫
ρ(r)vext(r)dr + F [ρ] ≥ EGS. (2.27)

Here the total energy of the ground state is denoted by EGS. Let us prove this statement.

For notation’s sake, denote the wave function that minimizes 〈Ψel|T + Vee|Ψel〉 and yields ρ

as Ψρ
min. Denote =

∑n
i vext(ri). Then we can write:

F [ρ] = 〈Ψρ
min|T + Vee|Ψρ

min〉. (2.28)
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And ∫
ρ(r)vext(r)dr = 〈Ψρ

min|V |Ψ
ρ
min〉. (2.29)

Adding equation 2.28 and 2.29 together gives the proof for equation 2.27, since the ground

state should yield the minimum total energy:∫
ρ(r)vext(r)dr + F [ρ] = 〈Ψρ

min|V + T + Vee|Ψρ
min〉 ≥ EGS.

Denote the wave function corresponding to the ground state as ΨGS and denote the density

of the ground state of the system as ρGS. Then we can express EGS by using ΨGS as follows:

EGS = 〈ΨGS|H|ΨGS〉 = 〈ΨGS|V + T + Vee|ΨGS〉

We obtain:

〈ΨGS|V + T + Vee|ΨGS〉 ≤ 〈ΨρGS

min|V + T + Vee|ΨρGS

min〉

The ΨGS and ΨρGS

min give the same density, namely ρGS. We can write for the external field:

〈ΨGS|V |ΨGS〉 = 〈ΨρGS

min|V |Ψ
ρGS

min〉

Hence we obtain:

〈ΨGS|T + Vee|ΨGS〉 ≤ 〈ΨρGS

min|T + Vee|ΨρGS

min〉 (2.30)

On the other hand we have that F [ρGS] = 〈ΨρGS

min|T + Vee|ΨρGS

min〉, and by how we defined

Ψρ
min we obtain that:

〈ΨGS|T + Vee|ΨGS〉 ≥ 〈ΨρGS

min|T + Vee|ΨρGS

min〉 (2.31)

Combining equation 2.30 and 2.31 we obtain that 〈ΨGS|T+Vee|ΨGS〉 = 〈ΨρGS

min|T+Vee|ΨρGS

min〉.
WE use this to explicitly express EGS:

EGS = 〈ΨGS|V + T + Vee|ΨGS〉

=

∫
ρGS(r)vext(r)dr + 〈ΨGS|T + Vee|ΨGS〉

=

∫
ρGS(r)vext(r)dr + F [ρGS]

The total number of electrons is kept constant, so
∫
ρ(r)dr = n. The minimum value of E[ρ]

gives the ground state energy. We use the method of Lagrange multiplier µ and obtain the

following Euler-Lagrange equation:

δ

δρ

(
E[ρ]− µ

(∫
ρ(r)dr− n

))
= 0

Which gives:

µ =
δE[ρ]

δρ
= v(r) +

δF [ρ]

δρ
(2.32)

This is the general theory of DFT. For practical systems Kohn and Sham provided the

Kohn-Sham equations [17], which we will derive now. In this method a hypothetical n-

electron system is considered, that does not contain the electron-electron repulsion. Then

the Hamiltonian for this system is given by:

Hs =

n∑
i

−1

2
∆2
i + vs(ri)
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Here the ground state of this system (that does not interact),Ψs is given by the Slater

determinant:

Ψs =
1√
n!

det[ψ1ψ2 . . . ψn]

Here ψi correspond to the one electron Hamiltonian. In this system the density is obtain

from ρ(r) =
∑n
i |ψi(r)|2.

The total energy of this non-interacting system Hs is represented by: E[ρ] =
∫
ρ(r)vs(r)dr+

F [ρ] =
∫
ρ(r)vs(r)dr + Ts[ρ] because there is no interaction between the electrons. Also,

Ts = 〈Ψs|
∑n
i −

1
2∆2

i |Ψs〉 =
∑n
i 〈ψi| −

1
2∆2

i |ψi〉
Now we ’compare’ the non-interacting system to the general system that does contain the

electron-electron repulsion. We write the ’general’ functional as follows:

F [ρ] = T [ρ] + Vee[ρ] = Ts[ρ] +
1

2

∫∫
ρ(r)ρ(r′)

|r− r′|
drdr′ + Exc[ρ]

Here Ts denotes the kinetic energy of the non-interacting system, the second term is classical

interaction between the electrons and the third term is the exchange-correlation energy.

From equation 2.32 we can write for the Euler-Lagrange equation:

µ = v(r) +
δ

δρ

(
Ts[ρ] +

1

2

∫∫
ρ(r)ρ(r′)

|r− r′|
drdr′ + Exc[ρ]

)
= v(r) +

δTs[ρ]

δρ

1

2

δ

δρ

∫∫
ρ(r)ρ(r′)

|r− r′|
drdr′ + vxc(r)

Here vxc denotes δExc[ρ]
δρ

We have:

δ

δρ

(∫∫
ρ(r)ρ(r′)

|r − r′|
dr′dr

)
=

∂

∂ρ

(∫
ρ(r)ρ(r′)

|r− r′|
dr′
)

=

∫
ρ(r′)

|r− r′|
dr′

We set

veff = v(r) +

∫
ρ(r′)

|r− r′|
dr′ + vxc(r) (2.33)

And hence we can write the Euler-Lagrange equation as µ = veff(r) + δTs[ρ]
δρ . Recall that

hsψi = εiψi. Now if veff(r) is given, the Schrödinger equation can be solved:(
− 1

2
∆2 + veff

)
ψi = εiψi (2.34)

And the density of the ground state is given by:

ρ(r) =

n∑
i

|ψi(r)|2 (2.35)

The equations 2.33, 2.34 and 2.35 are called the Kohn-Sham equations. Now in order to be

able to use the Kohn-Sham equations, we need a way to determine the vxc/Exc term.

2.7 Local density approximation

In the previous section we derived the Kohn-Sham equations, that provide us with a way

to determine the ground energy of an n-electron system. In order to be able to do this, we

must know the exchange correlation energy, Exc[ρ]. Because we are dealing with a n-body
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system, we cannot derive this energy exactly. hence we must approximate it. A way to do

this is called local density approximation. In this method, the exchange-correlation energy

for a certain r is replaced by the exchange-correlation energy of a homogeneous electron gas

of the density ρ(r), i.e. εxc(ρ(r)) [17]. Then we write:

ELDAxc [ρ] =

∫
ρ(r)εxc(ρ(r))dr

And we get:

vLDAxc (r) =
δELDAxc

δρ
= εxc(ρ(r)) + ρ(r)

∂exc(ρ)

∂ρ
|ρ = ρ(r)

The exchange-correlation energy is given by [17]:

εxc = εx + εc

εx = −0.4582

rs

εc = − 0.132

1 + 1.0529
√
rs + 0.3334rs

if rs ≥ 1,−0.0480+0.0311 ln rs−0.0116rs+0.0020rs ln rs if rs < 1

Here rs denotes the average distance between the electrons and is calculated using the

following:
1

ρ
=

4πr3
s

3

The exchange-correlation potential can be calculated from the following parameterization:

vxc = εxc + ρ
∂εxc

∂ρ
= εxc + ρ

drs
dρ

dεxc

drs
(2.36)

We write:

rs =

(
3

4πρ

) 1
3

Hence:
∂rs
∂rs

= −1

3

(
3

4πρ

) 1
3

= −rs
3

dεxc

drs

We fill this into equation 22 and obtain:

vxc = εxc −
rs
3

dεxc

drs

In order to obtain an expression for dεxc
drs

we use the expressions that were found for εx and

εc because dεxc
drs

= dεx
drs

+ dεc
drs

. This gives:

dεx
drs

=
0.4582

r2
s

dεc
drs

=


0.1432( 1.0529

2 rs
√
rs+0.334)

(1+1.0529
√
rs+0.3334rs)2

, if rs ≥ 1

0.0311
rs
− 0.0116 + 0.0020(ln rs + 1), otherwise

So we obtain:

vxc = εxc −
rs
3

dεxc

drs
(2.37)

= εx −
rs
3

dεx
drs

+ εc −
rs
3

dεc
drs

(2.38)

= −0.4582

rs
− rs

3

0.4582

r2
s

+ εc −
rs
3

dεc
drs

= −4

3

0.4582

rs
+ εc −

rs
3

dεc
drs

(2.39)

Using the expression given by 28, the veff term in the Kohn-Sham equations can be calculated

approximately.
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Derivation of the Master

Equation

“The future is independent of the past, given the present.”

– Andrey Andreyevich Markov

In this thesis we are interested in the mobility of a charge in a certain material. Recall that

in order to estimate the mobility of a charge in a material we need to simulate the material

consisting of a set of molecules and represent this by a graph with edge weights ωij , see

figure 3.1. Then the mobility can be obtained from these edge weights and chance of an

electron being at a certain molecule. In the quantum part of this thesis we have obtained the

skills to compute the edge weights ωij . Now we are interested in computing the chance of

the electron to be at a certain molecule. To do this, we want to derive the master equation.

And to be able to do that, we need knowledge from probability theory.

3.1 Prerequisite knowledge of probability theory

In order to be able to derive the master equation, a certain level of prerequisite knowledge is

required from probability theory. In this section, these necessary concepts will be discussed.

To be able to do this, a basic level of probability theory is assumed to be known to the

reader.

We assume that we are working in continuous time, with time of course having a positive

value. A time dependent process X(t) is a family of of random variables taking value in a

box with molecules
graph with 
edge weights

Figure 3.1: Transforming a box of molecules to a graph representation

33
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state space. We assume that this state space is a positive valued subset of the integers. For

this process X we say that it is a Markov Chain (i.e. it satisfies the Markov property) if

[19]:

P (X(tn) = j|X(t1) = i1, ..., X(tn−1) = in−1) = P (X(tn) = j|X(tn−1) = in−1)

for all j, i1, ..., in−1 in the state space and any sequence of times where t1 < ... < tn.

We interpret the Markov property as follows: the future of X does not depend on all of

its past values, except for the most recent one. We denote the transition probability pij(t),

which is equal to the following:

pij(t) = P (X(t+ s) = j|X(s) = i)

where s < t [19].

A Markov chain is called homogeneous if P (X(t+s) = j|X(s) = i) = P (X(t+k) = j|X(k) =

i). So in other words, this probability does not change for all s. This thus means that the

Markov chain is in a stationary state [19].

We denote Ti for the time it takes to transition out of state i to some other state j where

i 6= j. Another way of verifying that the process X(t) is a Markov chain is checking if it

satisfies the following properties[19]:

1. The amount of time that the process spends in a certain state i before going to another

state is exponentially distributed. This exponential distribution has parameter E[Ti] =
1
νi

. Here νi is a rate of transition out of state i.

2. When the process leaves state i and enters some state j it does so with transition

probability pij where pii = 0 and
∑
j pij = 1.

Because νi is a rate of transition out of state i, and we have pij that denote the fraction of

transitions from i that go into state j. It makes sense to define the transition rate from i to

j, qij , as follows: qij = νipij .

3.2 Derivation of the master equation

We now have the required knowledge to derive the equation that will describe the change

in probability of going to a certain state from another state in a certain amount of time.

This equation is known as the master equation. To find this equation we want to find the

derivative of pij(t), which is defined as:

dpij(t)

dt
= lim
h→0

pij(t+ h)− pij(h)

h
.

In order to obtain the expression for pij(t+h) we first look at another, well-known, equation:

the Chapman-Kolmogorov equation. This equation is the following [19]. For all s, t ∈ [0,∞)

it holds that

pij(t+ s) =

∞∑
k=0

pik(t)pkj(s).

How to interpret the Chapman-Kolmogorov equation? The process travels in time t from

state i to some state k, and then from that state k in a time s to j. Now the probability

of traveling from i to j in a time t+ s thus takes the probability of traveling from i to k in
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Figure 3.2: moving from state i to state j through all possible in-between states.

time t and the probability of traveling from k to j in time t, over all possible k’s, see figure

3.2. The derivation of the Chapman-Kolmogorov equation is

pij(t+ s) = P (X(t+ s) = j|X(0) = i)

=

∞∑
k=0

P (X(t+ s) = j|X(t) = k,X(0) = i)P (X(t) = k|X(0) = i)

=

∞∑
k=0

P (X(t+ s) = j|X(t) = k)pik(t)

=

∞∑
k=0

pik(t)pkj(s),

where the step from the second to the third line follows from the Markov property of the

process.

Now consider the following Lemma:

lim
t→0

pij(t)

t
= qij and lim

t→0

1− pii(t)
t

= νi.

We want to find an expression for pij(h) where h denotes a very small time step. We have

pij(0) = 0 and pii(0) = 1, both because the process starts in i at time step 0. So then we

obtain:
dpij(t)

dt

∣∣∣∣
t=0

= lim
t→0

pij(0 + t)− pij(0)

t
= lim
t→0

pij(t)

t
= qij

and
dpii(t)

dt

∣∣∣∣
t=0

= lim
t→0

pii(0 + t)− pij(0)

t
= lim
t→0

pii(t)− 1

t
= −νi.

In order to determine pij(h) we use a Taylor expansion:

pij(h) = pij(0) +
dpij(t)

dt

∣∣∣∣
t=0

· (h− 0) +O(h2)

= qijh+O(h2).

And for pii(h) we obtain the following:

pii(h) = pii(0) +
dpii(t)

dt

∣∣∣∣
t=0

· (h− 0) +O(h2)

= 1− νih+O(h2).
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Now we are almost ready to fill in the found equations into our equation for the derivative

of pij(t). Namely we write the following from the Chapman-Kolmogorov equation and the

results we just obtained:

pij(t+ h) =

∞∑
k=0

pik(t)pkj(h)

= pij(t)pjj(h) +

∞∑
k=0,k 6=j

pik(t)pkj(h)

= pij(t)(1− νih) +

∞∑
k=0,k 6=j

pik(t)qkjh+O(h2).

Now we are ready to find the derivative of pij(t):

lim
h→0

pij(t+ h)− pij(h)

h
= lim
h→0

pij(t)(1− νjh) +
∑∞
k=0,k 6=j pik(t)qkjh+O(h2)− pij(t)

h

= lim
h→0
−νjpij(t) +

∞∑
k=0,k 6=j

pik(t)qkj +O(h)

=

∞∑
k=0,k 6=j

qkjpik(t)− νjpij(t).

This result is known as Kolmogorov’s forward equation [19]. In order to obtain the final

expression we note that we can find another expression for νi:

νj = νj · 1 = νj

∞∑
k=0

pjk =

∞∑
k=0

νjpjk =

∞∑
k=0

qjk =

∞∑
k=0,k 6=j

qjk.

Here the last step comes from the fact that qjj = 0. Hence we obtain the final result for the

master equation:

dpij(t)

dt
=

∞∑
k=0,k 6=j

qkjpik(t)− qjkpij(t).

Because every transition probability in this equation starts from state i, we can also suppress

that index. Then we view the transition probability just as a probability of being in state j

or k at time t. We obtain:

dpj(t)

dt
=

∞∑
k=0,k 6=j

qkjpk(t)− qjkpj(t).

This is a general expression for the Master Equation. When the master equation is applied

to the situation where an electron is moving through a material, the q′ijs are given by the

Marcus rates, ωij , denoting the transfer rate from molecule i to molecule j.
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Solving the Master Equation

“If I had an hour to solve a problem I’d spend 55 minutes thinking about the problem

and 5 minutes thinking about solutions.”

– Albert Einstein

In order to be able to solve the master equation, we write it in a different form. Recall the

following:

dpj(t)

dt
=

∞∑
k=0,k 6=j

qkjpk(t)− qjkpj(t).

So for each j = 0, 1, ... we can write an expression:

dp0(t)

dt
= q10p1(t)− q01p0(t) + q20p2(t)− q02p0(t) + ...

dp1(t)

dt
= q01p0(t)− q10p1(t) + q21p2(t)− q12p1(t) + ...

...

As stated before the master equation is applied to the situation where an electron moves

through a material. The rates qij are given by the Marcus rates, ωij . Then we are able to

write a vector p and matrix W that satisfy:

dp

dt
= Wp

Where p contains all the pj ’s and W contains all the coefficients (weights), ωij , corresponding

to each pj so that the system of equations is satisfied.

4.1 Stationary solutions

4.1.1 Null-space

First we look at solutions of the stationary case. This is when Wp = 0. There are several

ways to find for which p this equation is satisfied. The null space can be calculated directly

from the matrix W through solving a system of n equations. However this is a very expensive

procedure, e.g. computers cannot compute this for very large matrices. Therefore we look

at other ways to compute the null space of a matrix.
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Singular Value Decomposition

A way to compute the null space of the matrix A, a m× n matrix, is to use singular value

decomposition (SVD). Singular value decomposition involves the following [20]:

If Av = σu and ATu = σv, for σ a nonnegative scalar and u and v nonnegative vectors then

σ is a singular value of A and u and v are left and right singular vectors.

The matrix product of UΣV T is called a singular value decomposition for the matrix A if:

1. U and V have orthonormal columns (so ATA = I)

2. Σ has nonnegative elements on its principal diagonal and zeros elsewhere

3. A = UΣV T

In Σ’s the diagonal elements, σi are ordered as follows: σ1 ≥ σ2 ≥ ... ≥ σk where r is the

index such that σr > 0. If there exists a singular value decomposition for A, the null-space of

A is spanned by the n−r columns of V that correspond to no singular values. A disadvantage

of using the singular value decomposition is the fact that it is quite a computationally intense

procedure to execute. The complexity of computing SVD is given by O(nmmin(n,m)) [21].

Hence when the matrix becomes very big, the computational time will increase very much

as well. However the singular value decomposition is able to find the null space for matrices

which are nearly singular [22].

QR factorization

Another way to compute the null space of the matrix A, a m × n matrix, is by using QR

factorization. QR factorization involves the following [23]:

The product QR is a QR factorization of the matrix A if:

1. Q is a orthogonal m× n matrix, so QTQ = I

2. R is a n×n upper triangular matrix, so all the elements below the diagonal have value

zero.

3. A = QR

If there exists a QR factorization for A then a basis for the null space of A is given by the

last m− r columns of Q, where r denotes the rank of the matrix A (the number of linearly

independent vectors in the matrix). The QR method has a time complexity of O(n3) [24].

So depending on what the dimensions of the matrix are, QR or SVD is more efficient. An

disadvantage of the QR method (and also of the singular value decomposition) is that if one

entry of the matrix A changes, this can have a big effect on the QR-decomposition of the

matrix [22].

4.1.2 Kinetic Monte-Carlo

Now in order to approximate the stationary probability distribution for p a suitable al-

gorithm must be chosen. A possible strategy is to use the Kinetic Monte Carlo method.

This algorithm contain two main phases, see figure 4.1. The first phase is concerned with

determining whether a electron will hop from one location i to another location j. For this

end we define an escape rate: ωi =
∑
j ωij . The probability that an electron will jump

from position i to any other position j is given by: ωi∑
k occupied ωk

. Here k occupied means all
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An electron is
injected into
the material

Select if the charge
will escape from its
node

Select where the 
charge will hop
towards

Charge hops to new
nodeUpdate time

Figure 4.1: Flow chart of the kinetic Monte Carlo algorithm. A charge is injected in the

box with molecules then a charge will hop from one node to the next and this process is

repeated.

the positions occupied by an electron. Selecting an electron to hop is the first phase of the

algorithm.

In the second phase the destination of the electron that will hop is chosen. For an electron

at position i, the ωij denote whether a hop to j is possible. The probability of hopping from

i to j is proportional to the ωij ’s, i.e.
ωij
ωi

.

Finally the stationary distribution is given by the empirical distribution of the occupation

of each of the nodes. For the implementation of the kinetic Monte Carlo algorithm, see the

appendices 7.4.

4.2 Non stationary

4.2.1 Matrix exponential

In order to formulate a method to solve the equation:

dp

dt
= Wp.

we define the matrix exponential. The matrix exponential is given by [25]:

eA = I +A+
1

2
A2 + ... =

∞∑
k=0

1

k!
Ak.

Two important properties of the matrix exponential are: d
dt (e

tA) = AetA and for the inverse

we have (eA)−1 = e−A. Using the matrix exponential, we can find a solution for the system
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we want to solve. In order to find this solution, we consider a more general form:

dy

dt
= Ay + g(t).

Then we multiply both sides with e−tA and rewrite:

e−tA
dy

dt
= e−tAAy + e−tAg(t),

e−tA
dy

dt
− e−tAAy = e−tAg(t).

If we use the chain rule plus the property mentioned before we obtain:

d

dt
(e−tAy) = e−tAg(t).

Which gives:

e−tAy − y0 =

∫ t

0

e−sAg(s)ds.

And finally we obtain, using the inverse property:

y = etAy0 +

∫ t

0

e(t−s)Ag(s)ds.

Now in the particular case we consider we do not have g(t), hence the analytical solution

we obtain using the matrix exponential is:

p(t) = etWp0.

We consider a simple 3× 3 example for illustration. Take:

W =

 −3 2 2

2 −2 2

1 0 −4

 .
Then we write W = ZΛZ−1 where Z is the matrix with the eigenvectors of W on the

columns and λ is the diagonal matrix containing all the corresponding eigenvalues of W.

The eigenvalues of W are: 0, -5 and -4. The eigenvectors are: (4, 5, 1)T , (1, 0,−1)T and

(0,−1, 1)T respectively. Then we can write A = Z−1 where Z contains the eigenvectors of

A in its columnns and Λ is a diagonal matrix containing the respective eigenvalues. Then

for etW we can write:

etW = etZΛZ−1

= ZetΛZ−1.

Now we have:

Z =

 4 1 0

5 0 −1

1 −1 1

 and Z−1 =
1

10

 1 1 1

6 −4 −4

5 −5 5

 and Λ =

 0 0 0

0 −5 0

0 0 −4

 .
Hence we finally obtain:

e−tW =

 4 1 0

5 0 −1

1 −1 1


 1 0 0

0 e5t 0

0 0 e4t

 1

10

 1 1 1

6 −4 −4

5 −5 5

 .
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So we obtain for p(t):

p(t) =
1

10

 5 + 6e−5t 5− 4e−5t 5− 4e−5t

4− 5e−4t 4 + 5e−4t 4− 5e−4t

1− 6e−5t + 5e−4t 1 + 4e−5t − 5e−4t 1 + 4e−5t + 5e−4t

p0.

It is clear that when the matrix becomes very large, this approach will become way to

computationally intensive. Finding the eigenvalues and corresponding vectors will require

a lot of calculations. This is why we also consider other, numerical, methods to solve the

differential equation.

4.2.2 Forward Euler and Runge-Kutta 4

In order to solve dp
dt = Wp, numerical methods can be used, since analytical results will

become impossible to obtain with big matrix dimensions. Some general, well known methods

can be applied. These include, but are not limited to the method of forward Euler and the

Runge-Kutta 4 method.

Forward Euler

The method of forward Euler involves iterating for a certain time step h using the following:

given dy
dt = f(t,y) [26]:

yn+1 = yn + hf(tn,yn).

So for our situation in which dp
dt = Wp, forward Euler would yield the iteration:

pn+1 = pn + hWpn.

The benefit of using the forward Euler method for solving differential equations is that the

method is very simple and direct. However an important disadvantage is that when the step

size is not small enough, a large error is obtained in the solution, of order h. In order to

reduce this error a smaller step size needs to be chosen, which results in a larger computation

time [27]. For the implementation of the forward Euler method, see appendices 7.1.

Runge-Kutta 4

The method of Runge-Kutta 4 (RK4) involves iterating for a certain time step h using the

following: given dy
dt = f(t,y) [26]:

yn+1 = yn +
1

6
h(k1 + 2k2 + 2k3 + k4).

Where

k1 = f(tn,yn),

k2 = f

(
tn +

h

2
,yn +

k1

2

)
,

k3 = f

(
tn +

h

2
,yn +

k2

2

)
,

k4 = f .

So for our situation where dp
dt = Wp, Runga-Kutta 4 would yield the following to iterate:

pn+1 = pn +
1

6
h(k1 + 2k2 + 2k3 + k4)
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Where

k1 = Wpn,

k2 = W
(

pn +
k1

2

)
,

k3 = W
(

pn +
k2

2

)
,

k4 = W(pn + k3).

What are advantages of using the RK4 method to solve differential equations? The RK4 is,

just like the forward Euler method, comparatively easy to implement. However there also

disadvantages to using the RK4 method. Firstly the computation time increases, since for

each time step more computations have to be performed. Also, the RK4 method does not

work well for so-called stiff differential equations. These are differential equations where the

eigenvalues are widely spread [27]. For the application of the RK4 method, see appendices

7.2.

Stability of the system In order to be able to use these methods, it is necessary to

determine if the results are stable. First we look at the analytical stability of the system.

To find this, we investigate what happens when a perturbed problem is considered [28]. We

consider a general system of the form:

dy

dt
= Ay + g(t), t > t0,

y(t0) = y0.

Now when we assume pertubations in the inital values we have the following system:

dỹ

dt
= Aỹ + g(t), t > t0,

ỹ(t0) = y0 + ξ0.

Then for ξ = ỹ − y we have the following system:

dξ

dt
= Aξ, t > t0, (4.1)

ξ(t0) = ξ0.

Now if A is diagonalizable there is a non-singular matrix S (i.e. invertible) and matrix Λ

such that A = SΛS−1 where Λ is the diagonal matrix containing the eigenvalues of A and

S contains the corresponding eigenvectors of A as columns. We now write ν = S−1ξ. We

substitute this into the system above and find:

S
dν

dt
= ASν = SΛν,

ν(t0) = S−1ξ0 = ν0.

We know that S is non-singular so we can write:

dν

dt
= Λν,

ν(t0) = S−1ξ0 = ν0.
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Now the solution for ν is given by:

νj = νj,0e
λj(t−t0).

In general the eigenvalues can be complex. So we write µj for the real part and ηj for the

imaginary part of the eigenvalue and obtain:

νj = νj,0e
µj(t−t0)eiηj(t−t0).

And obtain that: limt→∞ |νj | is finite only if µj ≤ 0. Hence for the system to be stable we

require the real parts of the eigenvalues of A to be smaller or equal to zero.

Stability of the numerical methods In order to investigate the stability of the nu-

merical methods, we apply each numerical method to equation 4.1. For forward Euler we

obtain:

ξn+1 = ξn + hAξn = (I + hA)ξn.

Hence the amplification factor Q(hA) is given by: Q(hA) = I + hA. There is stability for

the numerical system if |Q(λjh)| < 1 for all eigenvalues λj of A. So we require for forward

Euler: |1 + λjh| < 1, which yields h < − 2µj
µ2
j+η

2
j

for all j.

For the RK4 method we obtain by applying the method to equation 4.1:

ξn+1 = (I + hA+
h2

2
A2 +

h3

6
A3 +

h4

24
A4)ξn.

So the amplification factor for RK4 is: Q(hA) = I + hA+ h2

2 A
2 + h3

6 A
3 + h4

24A
4. Again we

require |Q(λjh)| < 1 for stability which yields: |1 + hλj +
(hλj)

2

2 +
(hλj)

3

6 +
(hλj)

4

24 | < 1 for

all j.

For the global error (i.e. the sum of all the errors made at each time step) made by each

of these numerical methods, we have for forward Euler that this is of O(h). For RK4 this

global error is given by O(h4) [28].
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5

Application

“Most of us have grown so blase about computer developments and capabilities —

even some that are spectacular — that it is difficult to believe or imagine there was

a time when we suffered the noisy, painstakingly slow, electromechanical devices

that chomped away on punched cards.”

– Nicholas Metropolis, The beginning of the Monte Carlo method

In this section we will investigate two properties of the system, i.e. the molecule box: the

charge mobility in the material and the time of flight (TOF). The charge mobility of the

material, given by µ, is defined as follows:

µ(F)F =
∑
i

∑
j

Pjωji(ri − rj)

Here Pi denotes the probability of being in state i, ωij denotes the transition rate from i to

j, ri denotes the spatial coordinates in R3 from state i and F denotes an externally applied

electric field. The time of flight denotes the time it takes to go from one state in the system

to another.

In order to be able to do TOF, it is necessary to develop an approach to determine when the

electron is ‘in’ the desired end state. The relation for calculating the change in probability

of being in a certain state is used, given by

dp

dt
= Wp.

Where the solution for this differential equation is given by, as discussed in the previous

chapter

p = eWtp0.

Here p0 denotes the initial condition p(0). This will give the probability of being in the

end state at each moment of time. However when do we know that the electron has reached

the end state with certainty? To do be able to do this, an artificial vertex is added to the

graph (see figure 5.1). This graph is connected to all vertices that are considered an end

vertices, where the edge weight of the artificial vertex towards any of the other vertices in

the graph is 0 and the edge weight of the end vertices towards the artificial vertex is very

high. So there is one ‘sink’ which is connected to all end nodes. This addition will have two

important (and desired) effects:
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electron artificial
     point

starting side end region

Figure 5.1: An electron is injected into the material somewhere at the starting side. The

electron moves through the material (represented by the graph where each node corresponds

to a molecule in the material). Eventually it reaches an end region. When it reaches the

end region it moves to the artificial point, where it stays trapped.

1. Once the electron reaches the artificial vertex, it will not be able to leave it: the weights

from this artificial vertex towards any other vertex are all zero, hence the electron will

remain in the artificial state.

2. Once the electron is ‘in’ one of the vertices that is considered an end state, it will

travel very close to instantaneously to the artificial state, because the edge weight

ωendpoint→artificial point is so large. This means that because the edge weight form the

endpoint to the artificial point is way bigger than the edge weight from the endpoint

to any other vertex.

These two properties combined have the effect that once an electron arrives at an end state

(for the first time), it will immediately move to the artificial vertex and stay there. Hence,

when we look at the evolution of the occupation probability for this artificial vertex over

time, when this is equal to 1 we know that the electron has reached the end points, for sure.
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5.1 Toy model

In order to develop insight in this approach, a toy model is considered. To investigate

which methods are suitable to use, a fictional system is created to investigate the methods

discussed so far. We assume to have access to the Marcus rates between every of the states

for this fictional system, and the spatial coordinates of each of the vertex. For a general

n× n system we consider the rate matrix:

W =


ω11 . . . ω1n

...
. . .

...

ωn1 . . . ωnn


where also ωii = −

∑
j ωji. We also consider the matrix containing the coordinates for each

of the vertices respectively, so in row i are the coordinates of i in the following order: x, y, z:

C =


v1,x v1,y v1,z

...
...

...

vn,x vn,y vn,z


We determine boundaries for the coordinates of the system bx, by, bz denoting the x-coordinate,

y-coordinate and the z-coordinate respectively. We can use either the matrix exponential,

the RK4 or forward Euler to solve dp
dt = Wp. When the probability of hitting the end

point(s) p(t) is greater than 1 − ε, where ε is a some small error, the hitting time is deter-

mined.

In the toy model the following matrix containing the rates is constructed (randomly):

W =


−17 6 5 1 3

5 −21 10 5 2

2 8 −19 6 5

7 2 3 −14 4

3 5 1 2 −14


In this matrix the transition from i to j is given by the i-th column and the j-th row. The

following matrix containing the coordinates is used:

C =


1 10 4

6 3 8

1 2 12

2 9 3

11 7 9


In this matrix the i-th row contains the coordinates for state i with in the first, second and

third column the x, y and z coordinate respectively. This toy model is constructed randomly

and has no physical meaning, hence it does not have units.

5.1.1 Time of flight

Now for our test a boundary of x > 10 is considered. Hence this means that only the

fifth state will be connected to the artificial vertex (vertex 6). This produces the following

auxiliary rate matrix:
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Figure 5.2: Probability of reaching the boundary vertex plotted against t. A time step of

0.001 was used in the matrix exponential method used to calculate these probabilities for

different initial points.

Waux =



−17 6 5 1 3 0

5 −21 10 5 2 0

2 8 −19 6 5 0

7 2 3 −14 4 0

3 5 1 2 −1014 0

0 0 0 0 1000 0


Now we consider different initial states for the electron to start in, and we obtain the

probability of being in the end state (vertex 5) using the matrix exponential method, see

figure 5.2. In this plot it can be seen that initially the electron moves fast (i.e. the curve is

quite steep) compared to later when the curve becomes flatter (travels more slow). In order

to see how/how much the methods used differ from each other we look at the differences

between the matrix exponential method and the RK4-method as well as the difference with

the forward Euler method, see figure 5.3. In these plots the 2-norm of the differences between

the probabilities for each of the initial points calculated with the matrix exponential and

RK4 or the matrix exponential and forward Euler are plotted, on a semi logarithmic scale.

It can be seen from this figure that the RK4 method provides (in the considered time

period) a more accurate calculated results compared with the forward Euler method when

both are compared to the matrix exponential method. We observe that the 2-norm of the

differences between the matrix exponential and the RK4 method eventually stays around

O(10−14), while with the matrix exponential and forward Euler this is O(10−6) at the final

time considered. The 2-norm was used here because it is widely used, and provides a sharper
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Figure 5.3: Comparison of RK4 and forward Euler with the matrix exponential method.

The 2-norm of the differences for the occupation probability in the artificial vertex of the

different initial points are taken at each time step and plotted on a semi logarithmic scale.

Method Starting in 1 Starting in 2 Starting in 3 Starting in 4

Matrix exponential 3.3620 3.3310 3.3860 3.3860

RK4 3.3608 3.3296 3.3856 3.3852

Forward Euler 3.3588 3.3280 3.3836 3.3832

Table 5.1: Hitting times corresponding to the different methods used: matrix exponential,

RK4 and Forward Euler. An ε equal to 0.0001 was used, meaning that when the probability

of hitting the artificial vertex needed to be bigger than 1 − ε = 0.9999 for the time to be

classified as the hitting time.

result compared to the 1-norm, since ||x||2 ≤ ||x||1. We see that with the matrix exponential

and forward Euler is still declining, so the difference will become of a lower order, though

slower than the difference between the matrix exponential and the RK4 method. Also the

hitting times for the different methods were calculated, see table 5.1. A hitting time is

time T for which the following holds for the probability of occupation in the artificial vertex

(part): part(t > T ) > 1− ε for some (small) ε. Here an ε of 0.0001 is considered. When the

average is taken from all the different initial starting points all the methods provide that

the hitting time is given by t = 3.37

5.1.2 Mobility

In order to calculate the mobility, we use the formula

µ(F)F =
∑
i

∑
j

Pjωj→iri→j . (5.1)

Here µ denotes the mobility, and Pj denotes the stationary probability in j. So in order to

use equation 5.1.2, we need to calculate the stationary probability distribution, P. We do
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Figure 5.4: Molecule representation of Alq3

this using the null space method from Matlab, which uses the singular value decomposition,

we obtain:

pnull =


0.4064

0.4800

0.4920

0.4807

0.3623

 which when normalized becomes:


0.1829

0.2161

0.2215

0.2164

0.1631


Using kinetic Monte Carlo with 100,000 iterations, we obtain for the normalized null space:

pnull =


0.1870

0.2174

0.2154

0.2143

0.1660


When we calculate the 2-norm of the difference of these vectors this is of order (O(10−3)).

We can calculate the mobility of the toy model using the normalized vector from the null

space function in Matlab and we obtain for the x-coordinate, y-coordinate and z-coordinate

respectively: ∑
i

∑
j

Pjωj→iri→j =

 7.8744

13.4249

3.4888


5.2 Simulation of the electron dynamics in a molecule

box with Alq3

For an application of the approaches of time of flight and the charge mobility outlined before,

a chemical compound known as Alq3 is considered. The chemical name for Alq3 is Tris(8-

hydroxyquinolinato)aluminium with the chemical formula C27H6AlN3O3. For the molecular

representation of Alq3, see figure 5.4. This material is regularly used in OLEDs. Alq3 is

an emissive material mostly used in the emissive layer, but can also be used in the electron
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transporting layer of a multilayered OLED [29]. This is thus a representative material to

consider to investigate the electron movement in.

For these simulations different matrices were used that contained the Marcus rates between

molecules. Also the distances between different Alq3 molecules are provided. The matrices

contain the rates that correspond to different magnitudes of an external field applied to the

molecule box: 3× 107 V m−1, 5× 107 V m−1 and 7× 107 V m−1 , and in different directions:

x, y and z. Then for these different strengths and directions two cases are distinguished:

there are no differences in energy level and there are differences in energy level between the

molecules.

How are the Marcus rates between the molecules calculated? Recall the equation given in

the introduction, equation 1.2.

ωij =
2π

~
J2
ij√

4πλijkBT
exp

[
− (∆Eij − λij)2

4λijkBT

]
. (5.2)

Now we have dived into the theory of quantum mechanics we are able to examine the terms

in this equation, 5.2, closer. First recall that the Jij term denotes the electronic coupling

element. This is calculated as follows: Jij =
∫
ψ∗i (r)Ĥijψj(r)d3r. Here ψi : R3 → C denotes

the wave function of molecule i and it is calculated from equation 2.35. The Hamiltonian

Ĥij : L2(R3;C) → L2(R3;C) denotes the Hamiltonian of the coupled system of molecule

i and j, calculated from equation 2.34. The term Jij can be interpreted as follows: how

likely is it that the electron will jump from molecule i to j given that they have a coupled

Hamiltonian Ĥij . The next term we consider is ∆Eij . Recall that this term denotes the

free energy difference. This is calculated as follows: ∆Eij = Ej − Ei − qF(rj − ri). The

Ei and Ej are calculated using the ε term in equation 2.34 for the electron in the HOMO

layer of molecule i and j respectively. F denotes the external field applied to the system

Lastly we consider λij . Recall that this is the reorganization energy of molecule i and j.

This reorganization energy can be explained as follows, see figure 5.5. Consider a molecule

in a certain resting geometry (indicated by the 1 in figure 5.5). Then an electron is added

to the molecule and instantaneously the molecule has more energy, see number 2 in figure

5.5. This means that the current geometry is not the resting geometry anymore, and the

orientation of the molecule shifts towards this new resting orientation, indicated by the 3

in figure 5.5. When the electron is removed again, the orientation is not that of the resting

geometry again, see number 4 in figure 5.5. The geometry shifts towards the original resting

geometry again, and we arrive at number 1. The energy required for this entire process of

reorganization is the reorganization energy.

Before we simulate the time of flight for Alq3 it is interesting to look at how time of flight

is usually measured in an experimental setting. The time of flight method is based on the

so called carrier transit time. When measuring time of flight charge carriers are generated

near one of the electrodes using a pulsed light laser. The time it takes for this charge carrier

to drift to the other electrode (given a certain applied external field) is known as the carrier

transit time, see figure 5.6. The thickness of samples usually are in the range of 5 to 20

µm. The samples can be prepared in different ways, one of which is vacuum evaporation.

The time at which the carriers reach the other electrode can be determined from looking at

the way the photo current develops over time. When the carriers are generated the current

increases immediately. Then while the carriers travel through the material, the current

level measured by the oscilloscope should remain constant. Then when the carriers reach
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Figure 5.5: Visual representation of the reorganization energy, λij . The molecule is at a

ground energy level (curve in red) with a resting geometry given at number 1. When energy

(through an added electron) is added the molecule is at a new energy curve (indicated in

green) and the current geometry does not align with the new resting geometry anymore,

given at number 2. Thus the geometry changes and shifts to the new resting state, given by

number 3. Finally when the energy (in the form of an electron) is removed, the molecule

has the ground energy again and its geometry does not align with the resting geometry

corresponding to this energy level, see number 4. The geometry changes to the resting

geometry and we end up at number 1 again. The energy involved in this process is the

reorganization energy.

the other electrode, the current decreases very rapidly. The time at which this happens

indicated the carrier transit time. There are generally two ‘types’ of observations that can

be made concerning the development of the photo current over time: non-dispersive photo

currents and dispersive photo currents, see figure 5.7. From the non-dispersive one the carrier

transit time can be determined fairly straightforward. The dispersive one is caused by charge

traps in the material, meaning that some charge carriers get ‘trapped’. To determine the

carrier transit time in such case, the double logarithmic current and time plot is used. An

advantage of the time of flight method is that it can be used to measure the hole mobility

and electron mobility in the material separately. The electrons and holes can be generated

separately [30].
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Figure 5.6: Experimental setup of measuring time of flight.

5.2.1 Time of flight with Ei = Ej

As in the toy model, in order to be able to perform time of flight, we define a ’boundary’

for when we say that the electron has traveled through the box and reached the other side.

The box is roughly around 13.5× 10−9 m by 13.5× 10−9 m. The barrier is chosen to be

5× 10−10 wide. From a ‘static’ point of view, the number of molecules for each end zone

can be seen in table 5.2.1.

First we consider the time of flight of an electron, where there are no differences in energy

levels between the molecules, i.e. in the ∆Eij term Ei = Ej . For this situation the method

of the matrix exponential was used. A time period between t = 0 seconds and t = 2× 10−9

seconds was used. In order to initially obtain a detailed view of what happens, an initial

time step of 4 × 10−11 was used. At time t = 2 × 10−10 this initially small time step was

changed in order to also obtain a bigger view. This second time step was equal to 3.6×10−10.
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Figure 5.7: Two situations for the development of the photo current over time: A. is a

non-dispersive situation and B. is a dispersive situation. To determine the carrier transit

time, given by t, the log log plot is taken for situation B.
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Side Number of molecules

Top 164

Right 163

Back 153

Bottom 150

Left 148

Front 158

Table 5.2: The number of molecules in each end zone for each of the different sides of the

box with molecules when a barrier of 5× 10−10 m is used

The time steps described above were chosen in order to limit the total number of steps that

need to be taken to constrict the computation time of the algorithm. The specific values of

the time steps were obtained by experimenting and then choosing a value that struck the

balance of computation time versus providing enough detail.

We discuss the results obtained by TOF in one direction, namely the situation where the

electron moves in the positive y-direction, see figure 5.8. The results for the other sides can

be found in appendices 7.1 For the movement in the negative y-direction observe that the

electron initially moves faster (the slope is steeper) in a field where a lower field is applied,

like 3× 107 V m−1 compared to a stronger field like 5× 107 V m−1 or v. After this initially

faster start when a field of 3× 107 V m−1 is applied, the electron moves slower compared to

the stronger fields in the same time period like a field of 5× 107 V m−1 or 7× 107 V m−1.

This has the effect that the electron ‘touches’ Pb = 1 faster when the field is 5× 107 V m−1

(just below 1.2 × 10−9 seconds) compared to when the field is 3× 107 V m−1 (just above

1.2× 10−9 seconds). We also observe that when the electron starts from the starting point

indicated in blue, initially it moves way faster than the other initial points regardless which

external field is applied. However after this initial fast start the electron starting from the

blue starting point moves slower than when the electron starts from the other starting points

causing the eventual time when the electron reaches the end area from the blue starting point

to not differ that much compared to the other starting points.

5.2.2 Time of flight with Ei 6= Ej

The method used to calculate the TOF in the previous section does not work in the case

when Ei 6= Ej . The reason for this will be discussed later. In order to be able to obtain

results for time of flight when there is a difference in energy levels, the kinetic Monte Carlo

method is used. For this, the average is taken for performing the algorithm 10 times. The

results using this method for the positive y-direction are discussed here (see figure 5.9, while

the results for the other directions can be found in the appendices 7.2.

From these results we see that when there is a difference in energy surface compared to the

previous situation, where there was no difference in energy surface the starting point can

have a lot more impact on the time of flight for the electron. In several starting points the

differences in strength and direction of the field create big differences between the time it

takes the electron from different starting points to the boundary of the box. The electron

can become trapped at a certain point in its path of flight, which results in a long time

before its able to reach the boundary compared to the other starting points that do not end

up in such a trap. This is different from the case where there is no energy difference, since
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Figure 5.8: Results TOF in positive y-direction. The time (x-axis) runs from t = 0 to

t = 2× 10−9 seconds. On each of the y-axes the probability of being beyond the boundary

(Pb) indicated by the gray area in the image on the top left is given, running from 0 to 1.

there the starting point does not have such a big difference on the time of flight (for all the

starting points this is about the same). We see that for all the starting points the time of

flight is larger compared to the case where there is no energy difference. A concise overview

of the results for time of flight with energy differences can be seen in table 5.3.

Now let us turn our attention to the results obtained for the mobility of the electron trans-

port through the material Alq3. For this, see table 5.4, where the mobility is calculated for

each given matrix: with/without differences in energy levels different magnitudes of external

field and different directions of the external fields. We calculate the average mobility from

the x-, y- and z-direction for the different external fields and the cases with or without

energy difference, see figure 5.10. What we see in figure 5.10 is that the charge mobility

where there is a difference in energy levels between the molecules (O(10−3)) is much lower

compared to the charge mobility where there is no difference in energy level between the

molecules (O(10−8)). This can be explained by observing that when there are energy differ-

ences between the molecules, an electron can end up in a ‘valley’ where all the surrounding

molecules of the one it is have high energy levels making it very hard for the electron to

‘jump’ to these neighbouring molecules. We also observe that when there is no energy dif-

ference between the molecules the charge mobility decreases as the strength of the external
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Z

X
Y

3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

Blue 1.34× 10−6 ± 1.47× 10−6 5.71× 10−6 ± 1.59× 10−5 3.72× 10−7 ± 7.05× 10−7

Orange 6.36× 10−6 ± 1.75× 10−5 2.87× 10−5 ± 8.70× 10−5 5.96× 10−5 ± 1.41× 10−4

Yellow 1.63× 10−7 ± 2.91× 10−7 5.64× 10−5 ± 1.20× 10−4 6.71× 10−5 ± 1.35× 10−4

Purple 1.37× 10−5 ± 2.84× 10−5 8.33× 10−5 ± 1.40× 10−4 8.26× 10−5 ± 1.13× 10−4

Green 2.93× 10−6 ± 2.95× 10−6 5.83× 10−6 ± 7.35× 10−6 4.33× 10−5 ± 1.24× 10−4

Figure 5.9: Results TOF obtained (in seconds) by kinetic monte carlo for the movement of

the electron in the positive x-direction. The letters in the left column indicate the colour

corresponding with the starting point. In the first row the strength of the field is indicated,

in the direction of the movement.

field increases. This can be explained using the formula for mobility, equation 5.2. In the

case where there is no difference between the molecules, the ∆Eij term only depends on

the strength of the external field. This means that when, given that the reorganization

remains the same, the fraction
(∆Eij−λij)2

4λijkBT
increases as the external field increases. Because

in equation 5.2 this exponent of minus this fraction is taken, this means that the exponent

decreases as the external field increases. This has the consequence that the Marcus rates

decrease and hence that the charge mobility decreases as the external field increases. Finally

we observe that when there is an energy difference between the molecules, the charge mo-

bility increases as the field increases. This could be explained by the previously mentioned

‘valleys’ an electron might end up in. As the field increases this gives an extra ‘push’ to the

electron in order to be able to jump to each neighbours.

Now it is important to evaluate the methods used to obtain results, and to assess how effec-

tive/if they are effective for different situations. The different methods were applied to the

toy model, and timed. For the results, table 5.5.

For the kinetic Monte Carlo method 107 iterations were used to obtain a 2-norm of O(10−4)

for the difference between the null() result and the result obtained by kinetic Monte Carlo.

When we use the actual bigger matrices, we encounter problems with some methods. Take

the Forward Euler and RK4 methods. In order for the results of these methods to be stable,

a small enough time step should be taken. This time step depends on the eigenvalues of the

matrix. The eigenvalues of the matrices are very big, which would require a very small time

step in order for these methods to be stable. This has as a result that the running time

of the program becomes very, very large. This is why these methods turned out to not be
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3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

+x 9.3× 10−5 ± 2.2× 10−4 6.8× 10−5 ± 2.0× 10−4 6.6× 10−5 ± 2.1× 10−4

-x 2.0× 10−5 ± 1.9× 10−5 5.7× 10−6 ± 1.9× 10−5 3.6× 10−6 ± 1.4× 10−5

+y 5.0× 10−6 ± 2.2× 10−5 3.6× 10−5 ± 1.6× 10−4 5.1× 10−5 ± 2.3× 10−4

-y 3.3× 10−5 ± 2.1× 10−5 6.3× 10−6 ± 3.0× 10−5 1.5× 10−5 ± 1.1× 10−4

+z 2.8× 10−5 ± 1.1× 10−4 4.6× 10−5 ± 2.5× 10−4 1.2× 10−4 ± 1.3× 10−3

-z 5.1× 10−5 ± 2.4× 10−4 3.6× 10−7 ± 2.4× 10−4 1.7× 10−6 ± 1.4× 10−5

Table 5.3: For each of the strengths of the external fields concerning the movement in a

certain direction the averages for the hitting times from all the different starting points are

taken.The results are given in seconds. These are results obtained by kinetic monte carlo

given for the case when Ei 6= Ej

3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

No energy difference x: 8.5× 10−3 x: 7.7× 10−3 x: 6.9× 10−3

y: 8.0× 10−3 y: 7.1× 10−3 y: 6.3× 10−3

z: 7.9× 10−3 z: 7.1× 10−3 6.3× 10−3

With energy difference x: 3.4× 10−9 x: 9.6× 10−9 x: 2.4× 10−8

y: 1.3× 10−9 y: 5.7× 10−9 y: 1.4× 10−8

z: 4.5× 10−10 z: 4.3× 10−10 z: 3.8× 10−10

Table 5.4: Mobility of the electron movement through Alq3 given in cm2 V−1 s−1. Results

given for both the case where there is no energy difference between the molecules, i.e.

Ei = Ej and where there is an energy difference so Ei 6= Ej .

suitable for the final results. Also in the case where the matrixexp() command in matlab

is applied on the matrices where there is a difference in energy level, does not work, i.e.

the results for the probability of the electron being beyond the boundary does not converge

to 1. This cannot be right. This might be caused by the big differences in the entries of

the matrix, which are caused by the addition of the differences in energy levels between the

molecules. The kinetic Monte Carlo method does work in this case, since this just tracks

the current location of the electron. The null() command in matlab does take a longer time

to run when the matrix increases, but still provides results in a reasonable amount of time

for every matrix.

Method used Time elapsed (seconds)

null() command in matlab 0.066696

Kinetic Monte Carlo 0.468401 for 107 iterations

matrixexp() command in Matlab 0.521052 (For one initial point & one side)

Forward Euler 0.018118 (For one initial point & one side)

RK4 0.010876 (For one initial point & one side)

Table 5.5: Different methods with corresponding computation time in seconds.
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Figure 5.10: Average charge mobility for the different externally applied fields obtained from

data points corresponding to 3× 107 V m−1, 5× 107 V m−1 and 7× 107 V m−1 for the two

cases: no energy differences between the molecules and with energy differences between the

molecules.

It is important to discuss how reliable the results obtained are. We note that the error in

the results obtained through kinetic Monte Carlo is big compared to the results, e.i. the

results might be some order and the error is often of the same order or even one bigger, as

can be seen in figure 5.9. This means that the results obtained using this method are not

very trustworthy. This might be caused by the fact that the algorithm was only performed

10 times and more iterations might be needed to obtain more reliable results. In table 5.3

the errors are also large. This is due that the results for each of the starting points has a big

error, as described above, and in this table the average of the results for each of these starting

points is taken again. The results for the different starting points can differ in order, hence

propagating the error. We conclude that table 5.3 is not reliable to draw conclusions from.

For calculating the charge mobility of the material the error was also calculated. As can be

seen from the error bars in figure 5.10, in the case without energy differences the errors are

not that large compared to the plotted value, and also the general trend (decreasing charge

mobility as the strength of the field increases) remains present even with the most extreme

cases when the error is considered. We do not observe this in the case where there is an
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energy difference. Here the error is larger compared to the plotted value. Also the trend

(charge mobility increase as the strength of the field increases) does not remain present in

extreme cases with the error. These results are therefore less reliable than the results for

the charge mobility where there is an energy difference.
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Summary

We started with the desire to explore methods that could determine the suitability of a

material to be used in, for example, OLED screens. In order to be able to do this we needed

to determine the movement of an electron/the electrons in the material. This required the

ability to determine the energy of the system. To do this we dived into the field of quantum

mechanics. In experiments it was observed that certain objects, like electrons, behave as

both particles and waves. From this we arrived at the wave function, which encompasses the

information of the system considered. The wave function is defined from the Schrödinger

equation.

For a very simple situation like the hydrogen atom, it turned to be a very exhaustive process

to solve the Schödinger equation. With a many-bodied problem this becomes impossible.

In order to overcome this the Born-Oppenheimer approximation was used to separate the

wave equation in two parts: one describing the nuclei in the system and one describing the

electrons in the system. We turned our attention to the behaviour of only the electrons.

In order to be able to approximate the solution to the equation concerning the electrons,

we required knowledge of variational calculus, in order to be able to find the Kohn-Sham

equations. After deriving the Kohn-Sham equations, from which the orbitals represent the

ground state (lowest energy state) for the electrons in the system, we needed a method to

approximate one of the energy terms: the so-called exchange correlation energy. For this the

local density approximation can be used. Using this, the Marcus rates can be calculated.

To understand the behaviour when an electron moves through the material, the material was

interpreted as a box with molecules, which was represented by a graph with edge weights

where the edge weights are the above mentioned edge weights. With the necessary knowledge

of probability theory, the master equation was derived which describes the movement of an

electron. When the master equation is considered the stationary solution can be calculated.

This is the case when the probability of the electron being at a certain molecule in the

material doesn’t change anymore. This can be solved by calculating the null space of the

matrix containing the edge weights, by using either the singular value decomposition, QR-

decomposition or it can be approximated using the Kinetic Monte-Carlo algorithm. When

the master equation is solved for non-stationary solutions, the matrix exponential, forward

Euler or RK4 method can be used.

In order to gain familiarity with the application of the methods on Alq3 a toy model was

considered. Here the numerical methods (RK4, Forwards Euler, the matrix exponential,

kinetic Monte Carlo and the null space command from Matlab) were applied. When the

61
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methods were applied to the box containing Alq3 molecules, the case where Ei 6= Ej pro-

vided to be computationally more challenging than the case where Ei 6= Ej . The matrix

exponential method was suitable for calculating the time of flight for the electron when there

was no difference in energy level. However in the other case, this method did not provide

reliable results. Because of this the kinetic Monte Carlo method was used in the case where

Ei 6= Ej . The results obtained had a large error in comparison to the value of the results

themselves. For further research it would be recommended to investigate methods to calcu-

late the time of flight where there was an energy difference that would give a smaller error

in the results obtained. In both cases, so Ei = Ej and Ei 6= Ej , the nullspace command

in matlab was used in order to calculate the charge mobility. This was done because the

kinetic Monte Carlo method was more computationally intensive because of the size of the

system (4096 molecules). Finally a comparison of the time of flight and the charge mobility

in the cases with energy difference and without energy difference, for different strengths for

the external field, was done. It can be concluded that the time of flight was higher and the

charge mobility of the material was lower in the case where Ei 6= Ej compared to the case

where Ei = Ej .
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Appendices

7.1 Results time of flight with Ei = Ej

The movement in the positive z-direction can be seen in figure 7.1. We see that when an

external field of 3× 107 V m−1 is applied, the electron initially travels ’faster’: the slope is

more steep compared to when the external field is of a higher magnitude, like 5× 107 V m−1

or 7× 107 V m−1. Also we observe that when the electron starts from the middle starting

point (indicated in green), for each of the strengths of the external field, the electron travels

very fast to the end area (indicated by grey). We note that with a field of 5× 107 V m−1

or 7× 107 V m−1, the speed of the electron from the other four starting points becomes

more uniform compared to the external field of 3× 107 V m−1, i.e. the gaps between the

different lines become smaller. Though the electron initially travels faster at an external

field of 3× 107 V m−1, the electron reaches the end area faster with a field of 5× 107 V m−1

or 7× 107 V m−1: the lines ‘touch’ Pb = 1 here below 1× 10−9 seconds compared to above

1.2× 10−9 seconds for an external field of 3× 107 V m−1.

63
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Figure 7.1: Results TOF in the positive z-direction. The time (x-axis) runs from t = 0 to

t = 2× 10−9 seconds. On each of the y-axes the probability of being beyond the boundary

(Pb) indicated by the gray area in the image on the top left is given, running from 0 to 1.

The movement in the positive x-direction can be seen in figure 7.2. Here we see that when the

external field that is applied is lower, like, 3× 107 V m−1, the electron initially moves faster

than when a higher field like 7× 107 V m−1 is applied. However after this initial period, the

electron actually travels faster when a field of 7× 107 V m−1 is applied, compared to when a

field of 3× 107 V m−1 or 5× 107 V m−1 is applied. The electron eventually ‘touches’ Pb = 1

(e.i. reaches the end area) faster when the field is larger 5× 107 V m−1 or 7× 107 V m−1

(below 10−9 seconds) compared to when a field of 3× 107 V m−1 is applied (above 1.2 ×
10−9 seconds). As the external field applied becomes stronger, 3× 107 V m−1 compared

to 5× 107 V m−1 or 5× 107 V m−1 compared to 7× 107 V m−1, the differences between the

starting points become smaller: there is less space between the lines.
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Figure 7.2: Results TOF in positive x-direction. The time (x-axis) runs from t = 0 to

t = 2× 10−9 seconds. On each of the y-axes the probability of being beyond the boundary

(Pb) indicated by the gray area in the image on the top left is given, running from 0 to 1.

When the electron moves in the negative z-direction we observe the following, see figure 7.3.

Here we observe that some initial points move faster with a field of 3× 107 V m−1 applied to

the box compared to when a field of 5× 107 V m−1 or 7× 107 V m−1is applied, while others

move faster or are not affected that much. The green starting point and the orange starting

point are barely affected by the different magnitudes of the external fields. However we

observe that when the electron starts in the blue starting point, the electron moves faster

and reaches the end area faster when a bigger field is applied as illustrated by comparing

the results for 3× 107 V m−1 (above 2×10−10 seconds) and 5× 107 V m−1 or 7× 107 V m−1

(below 2 × 10−10 seconds). On the other hand the results show that when the electron

starts in the purple or yellow starting point, the electron moves slower initially at a field of

5× 107 V m−1 or 7× 107 V m−1 compared to a field of 3× 107 V m−1. Though after this the

electron moves faster at 5× 107 V m−1 or 7× 107 V m−1 compared to the same time period

at 3× 107 V m−1, the electron reaches the end area slower with stronger fields compared to a

weaker field. Finally we observe that for each of the starting points, the electron reaches the

end area faster compared to the movement from other sides of the box considered. However

there is a bigger difference between the times that the different starting times ‘touch’ the

Pb = 1 line compared to in the positive x-, y- and z-directions.
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Figure 7.3: Results TOF in the negative z-direction. The time (x-axis) runs from t = 0 to

t = 2× 10−9 seconds. On each of the y-axes the probability of being beyond the boundary

(Pb) indicated by the gray area in the image on the top left is given, running from 0 to 1.

Now we consider the case where the electron moves in the negative x-direction. Here we

see that for the purple starting point the speed of the electron is barely affected by the

different strengths of the external fields. However for the other starting points we observe

that when a stronger field is applied, like 5× 107 V m−1 or 7× 107 V m−1 compared to the

field of 3× 107 V m−1, the electron (initially) moves faster and reaches the end area faster.

This has a bigger effect on the green, yellow and orange starting point compared to the

blue starting point. With the movement in the negative x-direction we see that there is

a bigger difference in the times at which the different starting points ‘touch’ the Pb = 1

line compared to the movement in the positive x-, y- and z-directions. With these positive

directions though there might be a difference between the starting points during the TOF,

eventually they all reach the end area around the same time.
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Figure 7.4: Results TOF in negative x-direction. The time (x-axis) runs from t = 0 to

t = 2× 10−9 seconds. On each of the y-axes the probability of being beyond the boundary

(Pb) indicated by the gray area in the image on the top left is given, running from 0 to 1.

Lastly we consider the movement in the negative y-direction. Here we see that a stronger

field, like 5× 107 V m−1 or 7× 107 V m−1 compared to a weaker field like 3× 107 V m−1 has

the effect that the speed from the green starting point increases and the end area is reaches

faster. However it also has the effect that for the purple, blue and orange starting point

the initial speed is decreased. After this initial decline the speed is higher with one of the

stronger fields compared to the lower field and the eventual time of reaching the end area

very slightly decreases. We see that the yellow starting point is barely influences by the

strength of the field applied to it. As seen before, the spread in times for reaching the end

area for different starting points is more varied in the movement in the negative y-direction

compared to the movement in the positive x-, y-, or z-direction.
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Figure 7.5: Results TOF in positive y-direction. The time (x-axis) runs from t = 0 to

t = 2× 10−9 seconds. On each of the y-axes the probability of being beyond the boundary

(Pb) indicated by the gray area in the image on the top left is given, running from 0 to 1.
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7.2 Results time of flight with Ei 6= Ej

X
Y

Z

3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

Blue 2.15× 10−11 ± 2.37× 10−11 1.45× 10−10 ± 2.86× 10−10 7.28× 10−7 ± 6.30× 10−4

Orange 2.98× 10−11 ± 6.04× 10−11 7.99× 10−12 ± 1.98× 10−13 1.67× 10−11 ± 1.59× 10−11

Yellow 1.08× 10−4 ± 1.21× 10−4 2.28× 10−4 ± 6.09× 10−4 5.88× 10−4 ± 1.80× 10−3

Purple 3.14× 10−5 ± 6.27× 10−5 1.31× 10−6 ± 4.13× 10−6 1.01× 10−6 ± 3.18× 10−6

Green 7.28× 10−14 ± 3.33× 10−30 3.23× 10−14 ± 6.65× 10−30 3.79× 10−14 ± 6.65× 10−30

Figure 7.6: Results TOF obtained (in seconds) by kinetic monte carlo for the movement of

the electron in the positive z-direction. The letters in the left column indicate the colour

corresponding with the starting point. In the first row the strength of the field is indicated,

in the direction of the movement.
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X
Y

Z

3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

Blue 5.80× 10−5 ± 5.98× 10−5 1.26× 10−4 ± 2.53× 10−4 6.68× 10−5 ± 8.40× 10−5

Orange 8.96× 10−5 ± 9.76× 10−5 8.44× 10−5 ± 1.18× 10−4 5.33× 10−5 ± 7.94× 10−5

Yellow 2.51× 10−4 ± 4.61× 10−4 5.62× 10−5 ± 8.07× 10−5 1.32× 10−4 ± 3.29× 10−4

Purple 1.12× 10−5 ± 3.53× 10−5 5.50× 10−5 ± 4.95× 10−5 7.58× 10−5 ± 1.12× 10−4

Green 5.53× 10−5 ± 1.98× 10−6 1.78× 10−5 ± 4.34× 10−5 3.94× 10−6 ± 2.29× 10−6

Figure 7.7: Results TOF obtained (in seconds) by kinetic monte carlo for the movement of

the electron in the positive z-direction. The letters in the left column indicate the colour

corresponding with the starting point. In the first row the strength of the field is indicated,

in the direction of the movement.
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X
Y

Z

3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

Blue 4.02× 10−6 ± 8.48× 10−6 7.53× 10−7 ± 2.38× 10−6 8.00× 10−7 ± 1.70× 10−6

Orange 1.18× 10−8 ± 8.46× 10−9 9. 67× 10−9 ± 1.12× 10−8 9.65× 10−7 ± 2.22× 10−6

Yellow 2.51× 10−4 ± 5.46× 10−4 1.05× 10−6 ± 5.74× 10−4 6.98× 10−6 ± 1.92× 10−5

Purple 7.34× 10−10 ± 6.07× 10−10 9.03× 10−10 ± 9.94× 10−10 1.26× 10−11 ± 3.23× 10−10

Green 4.60× 10−10 ± 7.13× 10−10 7.29× 10−11 ± 9.71× 10−11 7.97× 10−11 ± 8.80× 10−11

Figure 7.8: Results TOF obtained (in seconds) by kinetic monte carlo for the movement of

the electron in the negative z-direction. The letters in the left column indicate the colour

corresponding with the starting point. In the first row the strength of the field is indicated,

in the direction of the movement.
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X
Y

Z

3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

Blue 8.45× 10−11 ± 2.37× 10−10 7.24× 10−12 ± 9.26× 10−13 1.47× 10−10 ± 4.38× 10−10

Orange 8.70× 10−7 ± 1.70× 10−6 6.14× 10−7 ± 7.98× 10−7 2.59× 10−6 ± 4.94× 10−6

Yellow 8.99× 10−6 ± 1.64× 10−5 5.51× 10−6 ± 7.49× 10−6 4.86× 10−6 ± 8.50× 10−6

Purple 8.77× 10−7 ± 2.77× 10−6 1.21× 10−6 ± 2.87× 10−6 9.75× 10−10 ± 1.54× 10−9

Green 8.79× 10−5 ± 1.33× 10−4 2.12× 10−5 ± 3.55× 10−5 1.09× 10−5 ± 1.84× 10−5

Figure 7.9: Results TOF obtained (in seconds) by kinetic monte carlo for the movement of

the electron in the negative x-direction. The letters in the left column indicate the colour

corresponding with the starting point. In the first row the strength of the field is indicated,

in the direction of the movement.



7.3. FORWARD EULER 73

X
Y

Z

3× 107 V m−1 5× 107 V m−1 7× 107 V m−1

Blue 6.98× 10−7 ± 1.71× 10−6 2.85× 10−5 ± 8.98× 10−5 2.27× 10−5 ± 6.08× 10−5

Orange 7.09× 10−7 ± 9.66× 10−7 2.38× 10−6 ± 3.98× 10−6 6.48× 10−5 ± 1.13× 10−4

Yellow 1.44× 10−5 ± 4.56× 10−5 6.80× 10−7 ± 2.03× 10−6 5.73× 10−6 ± 7.53× 10−5

Purple 2.99× 10−9 ± 2.61× 10−9 1.40× 10−9 ± 1.48× 10−9 1.75× 10−9 ± 2.92× 10−9

Green 4.43× 10−7 ± 1.34× 10−6 2.00× 10−8 ± 3.88× 10−8 1.88× 10−9 ± 2.22× 10−9

Figure 7.10: Results TOF obtained (in seconds) by kinetic monte carlo for the movement of

the electron in the negative y-direction. The letters in the left column indicate the colour

corresponding with the starting point. In the first row the strength of the field is indicated,

in the direction of the movement.

7.3 Forward Euler

f unc t i on Y = ForwardEuler (A, Tb, Te , y1 , Nh) ;

h = (Te−Tb) /Nh; %c a l c u l a t i n g time step

Y = ze ro s (Nh, l ength ( y1 ) +1);% i n i t i a t i n g t r a c k e r f o r p r o b a b i l i t i e s

at d i f f e r e n t t imes

Y(1 , 1 ) = Tb;% s e t t i n g s t a r t i n g time

Y( 1 , 2 : ( l ength ( y1 ) +1) ) = y1 ’;% f i r s t i t e r a t i o n

yn = y1 ;

u = ze ro s ( l ength ( y1 ) ,1 ) ;% i n i t i a t i n g update vec to r

i = 2 ;

f o r t=(Tb+h) : h : Te

u = yn + h .∗A∗yn;% c a l c u l a t i n g vec to r

Y( i , 1 ) = t ; %s t o r i n g cur rent time

Y( i , 2 : l ength ( y1 ) +1)=u ’ ; %s t o r i n g cur rent r e s u l t

i = i +1;%updating loop f o r nece s sa ry i t e r a t i o n s

yn = u ; %updating vec to r

end

return
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7.4 Runge-Kutta 4

f unc t i on Y = RK(A, Tb, Te , y1 , Nh)

h = (Te−Tb) /Nh; %c a l c u l a t i n g time step

Y = ze ro s (Nh, l ength ( y1 ) +1) ; %i n i t i a t i n g t r a c k e r f o r p r o b a b i l i t i e s

at d i f f e r n t t imes

Y(1 , 1 ) = Tb ; %s e t t i n g s t a r t i n g time

Y( 1 , 2 : ( l ength ( y1 ) +1) ) = y1 ’ ; %f i r s t i t e r a t i o n

yn = y1 ;

u = ze ro s ( l ength ( y1 ) ,1 ) ; %i n i t i a t i n g update vec to r

i = 2 ;

f o r t=(Tb+h) : h : Te

F1 = h .∗A∗yn ; %d i f f e r n e n t s t ep s f o r RK4

F2 = h .∗A∗( yn+1/2.∗F1) ;

F3 = h .∗A∗( yn+1/2.∗F2) ;

F4 = h .∗A∗( yn + F3) ;

u = yn + 1/6 .∗ ( F1+2.∗F2+2.∗F3+F4) ; %c a l c u l a t i n g vec to r

Y( i , 1 ) = t ; %s t o r i n g cur rent time

Y( i , 2 : l ength ( y1 ) +1)=u ’ ; %s t o r i n g cur rent r e s u l t

i = i +1; %updating loop f o r nece s sa ry i t e r a t i o n s

yn = u ; %updating vec to r

end

return

7.5 Matrix exponential

load ( ’ segments . csv ’ ) ; %load ing coo rd ina t e s between molecu le s

f o r a1 = [ 3 5 7 ]

f o r a2 = [ ”X” ”Y” ”Z” ]

f o r a3 = [ ” noE” ”wE” ]

load ( a1+”E7−”+a2+”−”+a3 ) ; %load ing r e s u l t s o f d i f f e r e n t

matr i ce s

i n i t i a lW = r a t e s ; %s t o r i n g the matrix

C = segments ; %s t o r i n g the coo rd ina t e s

B = [−1 −1 13 ; 13 −1 −1; −1 13 −1; −1 −1 0 . 5 ; 0 . 5 −1 −1; −1 0 .5

−1]; %boundar ies f o r d i f f e r e n t s i d e s

x = max(C( : , 2 ) ) ; %shor t cut f o r coding

y = max(C( : , 3 ) ) ;

z = max(C( : , 4 ) ) ;

T = [ 0 0 0 ; x 0 0 ; x y 0 ; 0 y 0 ; x/2 y/2 0 ; 0 0 0 ; 0 z 0 ; 0 y z ; 0

y 0 ; 0 y/2 z /2 ; 0 0 0 ; 0 0 z ; x 0 z ; x 0 0 ; x/2 0 z /2 ; 0 0 z ;

0 y z ; x y z ; x 0 z ; x/2 y/2 z ; x 0 0 ; x z 0 ; x y z ; x y 0 ; x

y/2 z /2 ; 0 y 0 ; 0 y z ; x y z ; x y 0 ; x/2 y z /2] ;% i n i t i a l po int
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matrix

n = length ( in i t i a lW ) ; %g e t t i n g the number o f v e r t i c e s in the graph

W = [ in i t i a lW ze ro s (n , 1 ) ; z e r o s (1 , n+1) ] ; %expanding the matrix in

order to add the a r t i f i c i a l po int to the matrix

speed = 10ˆ20 ; %s e t t i n g how i n s t a n t the connect ion i s to the

a r t i f i c i a l ve r tex

tbeg in = 0∗10ˆ−9; %begin time

edgetime = 0 .2 ∗ 10ˆ−9; %time to switch from d e t a i l e d view to

broad view

tend = 2∗10ˆ−9;%end time

t imestep1 = 0.2/5∗10ˆ−9; %which time step to con s id e r f o r d e t a i l e d

view

t imestep2 = 0.36∗10ˆ−9; %which time step to con s id e r f o r b i gge r

time step

b = 0 . 5 : 1 . 2 5 : 1 3 ; %boundar ies f o r d i f f e r e n t l a y e r s

q = ( edgetime−tbeg in ) / t imestep1+(tend−edgetime ) / t imestep2 ; %easy

f o r notat ion

Zlayer = [ ] ; %i n i t i a t i n g v a r i a b l e s

Xlayer = [ ] ;

Ylayer = [ ] ;

p = [ ] ; %i n i t i a l i z i n g p r o b a b i l i t y o f be ing beyond the boundary

s=ze ro s ( q +1 ,12 ,6 ,5) ; %i n i t i a t i n g matrix f o r s t o r i n g r e s u l t s

%obta in ing l a y e r based on x−va lue s

f o r i = 1 : n

f o r j = 1 : ( l ength (b)−1)

i f C( i , 2 )>=b( j ) && C( i , 2 )<b( j +1)

Xlayer ( i ) = j +1; %adding which l a y e r the molecule i s

in

e l s e i f C( i , 2 ) <0.5

Xlayer ( i ) = 1 ;

e l s e i f C( i , 2 )>=13

Xlayer ( i ) = 12 ;

end

end

end

%obta in ing l a y e r based on y−va lue s

f o r i = 1 : n

f o r j = 1 : ( l ength (b)−1)

i f C( i , 3 )>=b( j ) && C( i , 3 )<b( j +1)

Ylayer ( i ) = j +1; %adding which l a y e r the molecule i s

in

e l s e i f C( i , 3 ) <0.5

Ylayer ( i ) = 1 ;

e l s e i f C( i , 3 )>=13

Ylayer ( i ) = 12 ;
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end

end

end

%obta in ing l a y e r based on z−va lue s

f o r i = 1 : n

f o r j = 1 : ( l ength (b)−1)

i f C( i , 4 )>=b( j ) && C( i , 4 )<b( j +1)

Zlayer ( i ) = j +1; %adding which l a y e r the molecule i s

in

e l s e i f C( i , 4 ) <0.5

Z layer ( i ) = 1 ;

e l s e i f C( i , 4 )>=13

Zlayer ( i ) = 12 ;

end

end

end

f o r k = 1 %from bottom to top

f o r i =1: l ength ( in i t i a lW )

i f (C( i , 2 )>B(k , 1 ) ) && (C( i , 3 )>B(k , 2 ) ) && (C( i , 4 )>B(k , 3 ) ) %

checking which v e r t i c e s lay out s id e o f the boundary

W(n+1, i ) = speed ; %adding the i n s t a n t t r a n s f e r to the

a r t i f i c i a l ve r tex

W( i , i ) = W( i , i )−speed ; %ad ju s t i ng the matrix to account

f o r the connect ion to the a r t i f i c i a l ve r tex

end

end

p0 = ze ro s (n+1 ,1) ; %i n i t i a l i z i n g the s t a r t i n g vertex ,

N = [ ] ;

f o r j = 1 :5 %i n i t i a l po in t s to con s id e r

f o r i =1: l ength ( segments )

l = 5∗(k−1) ;

N = [N; norm ( [C( i , 2 )−T( ( l+j ) , 1 ) C( i , 3 )−T( ( l+j ) , 2 ) C( i , 4 )−T

( ( l+j ) ,3 ) ] ) ] ; %c a l c u l a t i n g the norm o f each po int with

the proposed i n i t i a l po int

end

[M, I ] = min (N) ; % f i n d i n g the optimal s t a r t i n g po int

p0 ( I ) = 1 ; %i n i t i a l i z i n g the optimal s t a r t i n g po int

f o r t = tbeg in : t imestep1 : edgetime %dec id ing which time

per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l
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p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = round ( t / t imestep1 +1)

f o r m = 1:11

f o r l = 1 : l ength ( Z layer )

i f Z layer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m, k , j ) + matrixexp ( l )

;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

f o r t = ( edgetime+timestep2 ) : t imestep2 : tend %dec id ing

which time per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = 6+round ( ( t−edgetime ) / t imestep2 ) ;

f o r m = 1:11

f o r l = 1 : l ength ( Z layer )

i f Z layer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m) + matrixexp ( l ) ;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

N = [ ] ; %r e s e t i n g norm t r ac k e r

p0 ( I ) = 0 ; %r e s e t i n g s t a r t i n g po int

end

W = [ in i t i a lW ze ro s (n , 1 ) ; z e r o s (1 , n+1) ] ; %r e s e t t i n g the a r t i f i c i a l

po int

end

f o r k = 2 %which s i d e

f o r i =1: l ength ( in i t i a lW )

i f (C( i , 2 )>B(k , 1 ) ) && (C( i , 3 )>B(k , 2 ) ) && (C( i , 4 )>B(k , 3 ) ) %

checking which v e r t i c e s lay out s id e o f the boundary

W(n+1, i ) = speed ; %adding the i n s t a n t t r a n s f e r to the

a r t i f i c i a l ve r tex

W( i , i ) = W( i , i )−speed ; %ad ju s t i ng the matrix to account

f o r the connect ion to the a r t i f i c i a l ve r tex
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end

end

p0 = ze ro s (n+1 ,1) ; %i n i t i a l i z i n g the s t a r t i n g vertex ,

N = [ ] ;

f o r j = 1 :5 %i n i t i a l po in t s to con s id e r

f o r i =1: l ength ( segments )

l = 5∗(k−1) ;

N = [N; norm ( [C( i , 2 )−T( ( l+j ) , 1 ) C( i , 3 )−T( ( l+j ) , 2 ) C( i , 4 )−T

( ( l+j ) ,3 ) ] ) ] ; %c a l c u l a t i n g the norm o f each po int with

the proposed i n i t i a l po int

end

[M, I ] = min (N) ; % f i n d i n g the optimal s t a r t i n g po int

p0 ( I ) = 1 ; %i n i t i a l i z i n g the optimal s t a r t i n g po int

f o r t = tbeg in : t imestep1 : edgetime %dec id ing which time

per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = round ( t / t imestep1 +1) ;

f o r m = 1:11

f o r l = 1 : l ength ( Xlayer )

i f Xlayer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m, k , j ) + matrixexp ( l )

;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

f o r t = ( edgetime+timestep2 ) : t imestep2 : tend %dec id ing

which time per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = 6+round ( ( t−edgetime ) / t imestep2 ) ;

f o r m = 1:11

f o r l = 1 : l ength ( Xlayer )

i f Xlayer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m) + matrixexp ( l ) ;
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end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

N = [ ] ; %r e s e t i n g norm t r ac k e r

p0 ( I ) = 0 ; %r e s e t i n g s t a r t i n g po int

end

W = [ in i t i a lW ze ro s (n , 1 ) ; z e r o s (1 , n+1) ] ; %r e s e t t i n g the a r t i f i c i a l

po int

end

f o r k = 3 %which s i d e

f o r i =1: l ength ( in i t i a lW )

i f (C( i , 2 )>B(k , 1 ) ) && (C( i , 3 )>B(k , 2 ) ) && (C( i , 4 )>B(k , 3 ) ) %

checking which v e r t i c e s lay out s id e o f the boundary

W(n+1, i ) = speed ; %adding the i n s t a n t t r a n s f e r to the

a r t i f i c i a l ve r tex

W( i , i ) = W( i , i )−speed ; %ad ju s t i ng the matrix to account

f o r the connect ion to the a r t i f i c i a l ve r tex

end

end

p0 = ze ro s (n+1 ,1) ; %i n i t i a l i z i n g the s t a r t i n g vertex ,

N = [ ] ;

f o r j = 1 :5 %i n i t i a l po in t s to con s id e r

f o r i =1: l ength ( segments )

l = 5∗(k−1) ;

N = [N; norm ( [C( i , 2 )−T( ( l+j ) , 1 ) C( i , 3 )−T( ( l+j ) , 2 ) C( i , 4 )−T

( ( l+j ) ,3 ) ] ) ] ; %c a l c u l a t i n g the norm o f each po int with

the proposed i n i t i a l po int

end

[M, I ] = min (N) ; % f i n d i n g the optimal s t a r t i n g po int

p0 ( I ) = 1 ; %i n i t i a l i z i n g the optimal s t a r t i n g po int

f o r t = tbeg in : t imestep1 : edgetime %dec id ing which time

per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = round ( t / t imestep1 +1) ;

f o r m = 1:11

f o r l = 1 : l ength ( Ylayer )

i f Ylayer ( l ) == m
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s ( index ,m, k , j ) = s ( index ,m, k , j ) + matrixexp ( l )

;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

f o r t = ( edgetime+timestep2 ) : t imestep2 : tend %dec id ing

which time per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = 6+round ( ( t−edgetime ) / t imestep2 ) ;

f o r m = 1:11

f o r l = 1 : l ength ( Ylayer )

i f Ylayer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m) + matrixexp ( l ) ;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

N = [ ] ; %r e s e t i n g norm t r ac k e r

p0 ( I ) = 0 ; %r e s e t i n g s t a r t i n g po int

end

W = [ in i t i a lW ze ro s (n , 1 ) ; z e r o s (1 , n+1) ] ; %r e s e t t i n g the a r t i f i c i a l

po int

end

f o r k = 4 %which s i d e

f o r i =1: l ength ( in i t i a lW )

i f (C( i , 2 )>B(k , 1 ) ) && (C( i , 3 )>B(k , 2 ) ) && (C( i , 4 )<B(k , 3 ) ) %

checking which v e r t i c e s lay out s id e o f the boundary

W(n+1, i ) = speed ; %adding the i n s t a n t t r a n s f e r to the

a r t i f i c i a l ve r tex

W( i , i ) = W( i , i )−speed ; %ad ju s t i ng the matrix to account

f o r the connect ion to the a r t i f i c i a l ve r tex

end

end

p0 = ze ro s (n+1 ,1) ; %i n i t i a l i z i n g the s t a r t i n g vertex ,

N = [ ] ;

f o r j = 1 :5 %i n i t i a l po in t s to con s id e r

f o r i =1: l ength ( segments )
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l = 5∗(k−1) ;

N = [N; norm ( [C( i , 2 )−T( ( l+j ) , 1 ) C( i , 3 )−T( ( l+j ) , 2 ) C( i , 4 )−T

( ( l+j ) ,3 ) ] ) ] ; %c a l c u l a t i n g the norm o f each po int with

the proposed i n i t i a l po int

end

[M, I ] = min (N) ; % f i n d i n g the optimal s t a r t i n g po int

p0 ( I ) = 1 ; %i n i t i a l i z i n g the optimal s t a r t i n g po int

f o r t = tbeg in : t imestep1 : edgetime %dec id ing which time

per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = round ( t / t imestep1 +1) ;

f o r m = 1:11

f o r l = 1 : l ength ( Z layer )

i f Z layer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m, k , j ) + matrixexp ( l )

;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

f o r t = ( edgetime+timestep2 ) : t imestep2 : tend %dec id ing

which time per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = 6+round ( ( t−edgetime ) / t imestep2 ) ;

f o r m = 1:11

f o r l = 1 : l ength ( Z layer )

i f Z layer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m) + matrixexp ( l ) ;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

N = [ ] ; %r e s e t i n g norm t r ac k e r

p0 ( I ) = 0 ; %r e s e t i n g s t a r t i n g po int
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end

W = [ in i t i a lW ze ro s (n , 1 ) ; z e r o s (1 , n+1) ] ; %r e s e t t i n g the a r t i f i c i a l

po int

end

f o r k = 5 %which s i d e

f o r i =1: l ength ( in i t i a lW )

i f (C( i , 2 )<B(k , 1 ) ) && (C( i , 3 )>B(k , 2 ) ) && (C( i , 4 )>B(k , 3 ) ) %

checking which v e r t i c e s lay out s id e o f the boundary

W(n+1, i ) = speed ; %adding the i n s t a n t t r a n s f e r to the

a r t i f i c i a l ve r tex

W( i , i ) = W( i , i )−speed ; %ad ju s t i ng the matrix to account

f o r the connect ion to the a r t i f i c i a l ve r tex

end

end

p0 = ze ro s (n+1 ,1) ; %i n i t i a l i z i n g the s t a r t i n g vertex ,

N = [ ] ;

f o r j = 1 :5 %i n i t i a l po in t s to con s id e r

f o r i =1: l ength ( segments )

l = 5∗(k−1) ;

N = [N; norm ( [C( i , 2 )−T( ( l+j ) , 1 ) C( i , 3 )−T( ( l+j ) , 2 ) C( i , 4 )−T

( ( l+j ) ,3 ) ] ) ] ; %c a l c u l a t i n g the norm o f each po int with

the proposed i n i t i a l po int

end

[M, I ] = min (N) ; % f i n d i n g the optimal s t a r t i n g po int

p0 ( I ) = 1 ; %i n i t i a l i z i n g the optimal s t a r t i n g po int

f o r t = tbeg in : t imestep1 : edgetime %dec id ing which time

per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = round ( t / t imestep1 +1) ;

f o r m = 1:11

f o r l = 1 : l ength ( Xlayer )

i f Xlayer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m, k , j ) + matrixexp ( l )

;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end
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f o r t = ( edgetime+timestep2 ) : t imestep2 : tend %dec id ing

which time per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = 6+round ( ( t−edgetime ) / t imestep2 ) ;

f o r m = 1:11

f o r l = 1 : l ength ( Xlayer )

i f Xlayer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m) + matrixexp ( l ) ;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

N = [ ] ; %r e s e t i n g norm t r ac k e r

p0 ( I ) = 0 ; %r e s e t i n g s t a r t i n g po int

end

W = [ in i t i a lW ze ro s (n , 1 ) ; z e r o s (1 , n+1) ] ; %r e s e t t i n g the a r t i f i c i a l

po int

end

f o r k = 6 %which s i d e

f o r i =1: l ength ( in i t i a lW )

i f (C( i , 2 )>B(k , 1 ) ) && (C( i , 3 )<B(k , 2 ) ) && (C( i , 4 )>B(k , 3 ) ) %

checking which v e r t i c e s lay out s id e o f the boundary

W(n+1, i ) = speed ; %adding the i n s t a n t t r a n s f e r to the

a r t i f i c i a l ve r tex

W( i , i ) = W( i , i )−speed ; %ad ju s t i ng the matrix to account

f o r the connect ion to the a r t i f i c i a l ve r tex

end

end

p0 = ze ro s (n+1 ,1) ; %i n i t i a l i z i n g the s t a r t i n g vertex ,

N = [ ] ;

f o r j = 1 :5 %i n i t i a l po in t s to con s id e r

f o r i =1: l ength ( segments )

l = 5∗(k−1) ;

N = [N; norm ( [C( i , 2 )−T( ( l+j ) , 1 ) C( i , 3 )−T( ( l+j ) , 2 ) C( i , 4 )−T

( ( l+j ) ,3 ) ] ) ] ; %c a l c u l a t i n g the norm o f each po int with

the proposed i n i t i a l po int

end

[M, I ] = min (N) ; % f i n d i n g the optimal s t a r t i n g po int
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p0 ( I ) = 1 ; %i n i t i a l i z i n g the optimal s t a r t i n g po int

f o r t = tbeg in : t imestep1 : edgetime %dec id ing which time

per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = round ( t / t imestep1 +1) ;

f o r m = 1:11

f o r l = 1 : l ength ( Ylayer )

i f Ylayer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m, k , j ) + matrixexp ( l )

;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

f o r t = ( edgetime+timestep2 ) : t imestep2 : tend %dec id ing

which time per iod to con s id e r

matrixexp = expm( t .∗W) ∗p0 ; %c a l c u l a t i n g the matrix

exponent i a l

p = [ p ; matrixexp (n+1) ] ; %adding the p r o b a b i l i t y o f be ing

beyond the boundary

index = 6+round ( ( t−edgetime ) / t imestep2 ) ;

f o r m = 1:11

f o r l = 1 : l ength ( Ylayer )

i f Ylayer ( l ) == m

s ( index ,m, k , j ) = s ( index ,m) + matrixexp ( l ) ;

end

end

end

s ( index , 1 2 , k , j ) = matrixexp (n+1) ;

end

N = [ ] ; %r e s e t i n g norm t r ac k e r

p0 ( I ) = 0 ; %r e s e t i n g s t a r t i n g po int

end

W = [ in i t i a lW ze ro s (n , 1 ) ; z e r o s (1 , n+1) ] ; %r e s e t t i n g the a r t i f i c i a l

po int

end

save ( a1+a2+a3+”.mat”) %sav ing r e s u l t s

end
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end

end

7.6 Kinetic Monte Carlo

f o r a1 = [ 3 5 7 ]

f o r a2 = [ ”X” ”Y” ”Z” ]

f o r a3 = [ ” noE” ”wE” ]

load ( a1+”E7−”+a2+”−”+a3 ) ; %load ing the d i f f e r e n t matr i ce s

W = r a t e s ; %a s s i g n i n g edge weights to matrix W

i t = 1000000000; %number o f i t e r a t i o n s

w = ze ro s ( l ength (W) ,1) ; %i n i t i a t i n g t r a c k e r f o r the l o c a t i o n

Wtilde = transpose (W) ; %transpos ing in order to obta in the c o r r e c t

weights

f o r i = 1 : l ength (W) %normal i z ing the edge weights to p r o b a b i l i t i e s

Wtilde ( i , i ) = 0 ;

Wrows( i ) = sum( Wtilde ( i , : ) ) ;

f o r j = 1 : l ength (W)

Wprob( i , j ) = Wtilde ( i , j ) /Wrows( i ) ; %s t o r i n g the normal ized

weights

end

end

f o r i= 1 : l ength (W)

p r o b i t s e l f ( i ) = 1−W( i , i ) / t r a c e (W) ; %p r o b a b i l i t y to stay in the

same node

end

f o r k = 1 : l ength (W) %s t r u c t u r i n g the p r o b a b i l i t i e s o f going from a

node to another

f o r i = 1 : l ength (W)

E(1 , i , k ) = i ;

E(2 , i , k ) = Wprob(k , i ) ;

end

end

f o r k = 1 : l ength (W) %s t r u c t u r i n g the p r o b a b i l i t i e s o f going from a

node to another

sortedE ( : , : , k ) = sort rows (E ( : , : , k ) ’ , 2 ) ’ ;

sortedE ( 2 , : , k ) = cumsum( sortedE ( 2 , : , k ) ) ;

end

u = randi ( [ 1 , l ength (W) ] ) ; %c a l c u l a t i n g random node to s t a r t the

i t e r a t i o n

l o c a t i o n = u ; %a s s i g n i n g s t a r t i n g l o c a t i o n
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w(u) = 1 ; %count ing the number o f t imes the s t a r t i n g l o c a t i o n has

been v i s i t e d

f o r t = 2 : i t

u = rand ; %c a l c u l a t i n g random node to check i f go ing to move to

another node

i f u<p r o b i t s e l f ( l o c a t i o n )

w( l o c a t i o n )=w( l o c a t i o n ) +1; %stay ing in the same node

e l s e

v = rand ; %moving to another node

f o r i = 1 : l ength (W)

i f v < sortedE (2 , i , l o c a t i o n )%dec id ing which node to go to

w( sortedE (1 , i , l o c a t i o n ) )= w( sortedE (1 , i , l o c a t i o n ) ) +1; %

updating l o c a t i o n t rack ing vec to r

l o c a t i o n = sortedE (1 , i , l o c a t i o n ) ; %s t o r i n g new l o c a t i o n

break

end

end

end

end

f o r i = 1 : l ength (W)

r ( i ) = w( i ) / i t ; %c a l c u l a t i n g p r o b a b i l i t y o f be ing in a c e r t a i n

node

end

save (”Mob”+a1+a2+a3+”.mat”)

end

end

end
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